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ABSTRACT
Through an iterative design process using Wizard of Oz (WOz)
prototypes, we designed a video calling application for people with
Autism Spectrum Disorder. Our Video Calling for Autism prototype
provided an Expressiveness Mirror that gave feedback to autistic
people on how their facial expressions might be interpreted by
their neurotypical conversation partners. This feedback was in
the form of emojis representing six emotions and a bar indicating
∗Work was done while author was an intern at Microsoft Research.
†Work was done while author was a contractor at Microsoft Research
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the amount of overall expressiveness demonstrated by the user.
However, when we built a working prototype and conducted a user
study with autistic participants, their negative feedback caused us
to reconsider how our design process led to a prototype that they
did not find useful. We reflect on the design challenges around
developing AI technology for an autistic user population, how
Wizard of Oz prototypes can be overly optimistic in representing AI-
driven prototypes, how autistic research participants can respond
differently to user experience prototypes of varying fidelity, and
how designing for people with diverse abilities needs to include
that population in the development process.

CCS CONCEPTS
•Human-centered computing→Accessibility design and eval-
uation methods.
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1 INTRODUCTION
Video calling applications offer real-time video, audio, chat, and
desktop sharing channels that enable people to establish and main-
tain relationships over a distance, which has become important
during this COVID-19 pandemic response. Our prior research [23]
has shown that autistic adults experience significant stress during
video calls, caused by sensory overstimulation, cognitive overload,
and anxiety. To reduce some of the cognitive load and anxiety
caused by each conversant reading and reacting to their conversa-
tion partner’s emotional state, we developed an AI computer vision
system to detect facial expressions and display them live, on-screen
during the call. We developed two modes; the first, Expressiveness
Mirror, reads the autistic person’s facial affect and displays it to
(just) them to give feedback about the way their affect may be
perceived by others to help them feel more comfortable and better
understood. The second, Expressiveness Prosthetic, reads the facial
affect of the autistic person’s conversation partner and displays it
to the autistic person to help them more easily read and react to it
during the conversation. In this paper, we focus solely on our expe-
riences designing, developing, and evaluating the Expressiveness
Mirror.

Figure 1 shows the Expressiveness Mirror giving the user on the
left feedback on how a neurotypical person is likely to interpret
his facial expressions. We engaged in an iterative design approach
using Wizard of Oz prototyping techniques to show five autistic
adults the prototype concept. However, when we built a working
prototype and tested it with autistic users, their negative feedback
caused us to reconsider its design. We reflect on the design issues
around artificial intelligence (AI) and human-computer interaction
(HCI), AI in Accessibility, Wizard of Oz prototypes in designing for
people with diverse abilities, and general issues around designing
for accessibility.

2 RELATEDWORK
Several research projects have the goal of supporting autistic people
in functioning more comfortably in neurotypical social and physi-
cal environments. For example, traditional therapies teach autistic
children skills in social communication, speech and language, facial
processing, and emotional recognition. More recent efforts utilize
technology to facilitate socio-emotional interactions, including a
robotic dinosaur that expresses emotion through movement and
non-verbal sounds [11] and Jibo, an emotional storytelling robot
whose use is facilitated by a caregiver [16]. In the areas of emotion

Figure 1: The Video Calling for Autism (VC4A) prototype
shows the Expressiveness Mirror for the person on the left,
whose expressions are detected by the AI computer vision
agent and represented by six emotion emojis.

and cognitive skills development, technology supports have been
developed to teach autistic people to read emotions (happy, sad,
anger, fear, surprise, disgust) [8, 18] and identify others’ states of
mind (agreement, concentration, disagreement, interest, in thought,
confusion) [12, 15, 25]. However, effectively visualizing faces for
autistic people to look at has been difficult, as studies have shown
that reducing realism does not improve the recognizability of emo-
tions [17]. A few projects help autistic people in real-time scenarios,
for example, wearable technology that assists autistic people [1] in
providing live feedback for vocal affect [4] and expression recogni-
tion [6, 21]. Virtual reality has been used to help autistic children
learn to consider how to keep socially appropriate personal distance
from others [3] and for autistic youth and adults to practice meeting
new people and conduct job interviews [9]. Experiments with vari-
ous modalities, such as video calls [14] or shared virtual spaces [24],
have been shown as valuable spaces for autistic children to commu-
nicate, interact, and play with others, with technology-mediated
interaction strategies such as drawing them away from distractions.

Tornblad et al. [19] highlight the need for communication tools
and expression aids for people with ASD to engage in effective
social exchanges and information sharing with neurotypical peo-
ple. They also identify that autistic people have an affinity toward
technology. Their work supports exploring technology that could
scaffold communication between autistic and neurotypical people.
Our work explores how to support communicating with autistic
people in real time through video calling, and highlights some of
the design challenges around using a Wizard of Oz design process
to incorporate AI-driven expression recognition technology in a
prototype supporting an autistic population.

3 THE DESIGN OF VIDEO CALLING FOR
AUTISM

The Video Calling for Autism (VC4A) prototype was designed using
a typical iterative design process using Wizard of Oz (WOz) proto-
types with people in our user population (with Autism Spectrum
Disorder). Building on our earlier formative study in which we
interviewed 22 autistic adults about their experiences with video
calling [23], we identified a number of design ideas that could
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support them. Through agile design sprints [10] and co-creation
methodologies with the user experience (UX) researchers, develop-
ers, and the whole team, we generated several design sketches and
prototypes that were evaluated by the priorities that emerged from
the formative study, feasibility based on the technology we had
available, and commercial product viability. This iterative concep-
tual design phase helped us to converge on supporting emotional
expressiveness in video calling. Difficulty interpreting others’ facial
expressions (and vice versa, emoting their feelings effectively to
others) are ideal challenges for an AI solution. To help autistic users
feel more connected, we wanted to support emotional interpreta-
tion, either their partner’s or their own. For the first version, we
elected to pursue the Expressiveness Mirror concept, which would
enable autistic users to manage or clarify their intentions, if they
wish, to bridge the gap between neurodiverse and neurotypical
differences in communication styles. We also felt that given the cur-
rent inaccuracy in AI-inferred facial expressions, it was important
to show them only to the person generating them, so they could
contextually interpret any inaccuracies and disregard them without
sharing with others.

We conducted aWOz study to evaluate the design before building
it. We recruited five autistic adults (3 men and 2 women, between 18-
40 years old, all employed full-time) to view five pre-recorded dyadic
conversations (using neurotypical actors) that used a combination
of auras, emojis, and text labels, shown in Figure 2, to render video
conversants’ facial expressions as interpreted by our designer (i.e.,
the wizard). All the participants indicated a preference for the
emojis because they felt they were familiar and easy to interpret.
P5 commented, “I like these Emojis. . . easy to understand and less
distracting.” P2 concurred, “Emoji was most helpful.. . . achieved the
right balance, gave enough information.” P4 explained, “There’s more
of a connection between emoji and the concept.”

They also told us that our conceptualization to visualize facial
expressions would be valuable in supporting their video calling
process. P2 commented, “1000% I want this. I want this in my life.”
And P5 commented, “I would absolutely use it. . . I would like to have
it built tomorrow.” The WOz study indicated that the emoji were
simple to use and interpret, which are criteria that Tornblad et.
al [19] suggested for this user population.

Encouraged by these positive responses to the concept, we pro-
ceeded to complete the design and implementation of a working
prototype. Based on the feedback from the WOz study, we focused
on the emoji design, resulting in the UX shown in Figure 1. Five
months later, we were able to conduct a user study of the VC4A
working prototype. We planned a within-subjects, two-condition
study (a video call with and without the Expressiveness Mirror
feedback), in which we would employ a neurotypical, confederate
conversation partner to try to elicit a broad range of emotions from
the autistic study participant. To evaluate the user study process
even before the working prototype was ready to deploy, we con-
ducted a pilot test using a human wizard to drive the VC4A UX. We
recruited a neurotypical participant, who happened to be a machine
learning expert. Her feedback was that she was surprised at how
responsive and accurate the expressiveness detection was, and that
it was an interesting concept. Encouraged by these promising re-
sults, we completed building the working prototype and scheduled
a user study with 21 autistic participants over a 2-week period.

Figure 2: Design ideas using an aura surrounding the face,
emojis, or text to convey expressions within a video call UX.

To accommodate running a user study among a user population
that is hard to fulfill, we developed the prototype on a web-based
platform using WebRTC that would enable us to conduct the study
remotely with the participant wherever they could connect to a
web-based video call. This study design also enabled having the
user connect from their own home, using their own device, and
without the physical presence of researchers, which are usability
testing guidelines recommended for this user population [19]. Our
system supported audio, video, and text-based chat functionality.
In the basic prototype we created, a user logs onto the system and
“calls” another by clicking on their name at the top of the screen.
Once a connection is established, the user can see the other person’s
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video in equally-sized displays, unlike typical video calling systems
which minimize the preview display of the user’s own video. This
enables visualization of either conversation partner’s facial affect
immediately adjacent to their image without requiring changes for
size.

In the background, an additional connection was established to
a backend server running an AI computer vision pipeline [13] that
captures the perceived association between facial expressions and
six emotional states. The states selected in this case were those
identified by Paul Ekman [7]. In real-time, the pipeline would re-
ceive video frames from both conversants in a video call and return
six values describing the likelihood (averaged over 5 seconds) the
person in the video was expressing one of six non-neutral expres-
sions: happiness, sadness, fear, surprise, anger, and disgust, and
another value describing the 1-minute moving average of the sum
of non-neutral expressions to illustrate the amount of expression
the user had recently displayed with their face. The time period for
the moving averages was determined through empirical iterations
with the goal to minimize noise over short time periods due to
fleeting facial muscle activations and match the change in value to
real changes in affect occurring over longer periods of time.

We worked with a design team to explore how to render the
facial expression detection in the UX, explicitly trying to minimize
the cognitive overhead required to interpret it in real-time during
a conversation, which is a concern for the autistic user population.
Each design explored a different rendering technique to visualize
the six expressions: aura, emoji, and text (see Figure 2). As the like-
lihood of each expression reported by our computer vision pipeline
increases, the corresponding rendering increases in color saturation
and size. Below a 20% threshold, the rendering either turns off (aura
and text) or dims (emoji). Only the top two expressions above the
threshold are displayed at the same time. This representation was
intended to convey how a neurotypical person would be interpret-
ing the autistic person’s facial expressions. By enabling the autistic
person to be aware of these interpretations, we hoped they would
be able to clarify their communicational intent, either by augment-
ing or modifying their facial expressions or by verbally articulating
what they were feeling, especially if it did not match how their
facial expressions were being perceived. We hoped that this UX
would help bridge the communication gap between neurotypical
and neurodiverse conversation partners.

A conversant’s overall expressiveness is displayed as a double-
sided, horizontal, white meter displayed at the bottom of their video
(see Figure 1). Beginning at a default of 50%, the conversant’s meter
grows longer (from the center) as their expressiveness increases
over time. The meter shrinks as expressiveness decreases, drop-
ping to a minimum, but non-zero, length representing a complete
lack of detectable non-neutral facial affect. This representation was
intended to give the autistic person feedback about their overall
amount of expressiveness, relative to their conversation partner.
Since autistic people are often perceived as showing flat, unexpres-
sive affect, we hoped this display would help them be aware if they
were being perceived as lacking expression, again enabling them
to mitigate this perception during the conversation.

4 UNEXPECTED RESULTS
In the first week of the user study, we completed 7 of 12 scheduled
sessions. The 7 completed sessions involved 4 men and 3 women be-
tween 18-40 years old, one employed full-time, and 3 part-time. Five
of the participants were interviewed in the formative study [23],
but none participated in the WOz study. Participants were first
asked to answer some demographic questions and to speak about
their prior experiences with video calling. Users then engaged in
two 10-minute conversations with the confederate, one with the
UX and one without (with the order counter-balanced between
participants). Using an IRB-approved protocol, the confederate was
asked to engage the participants in topics that could elicit happy,
sad, surprised, and angry emotional reactions (without being in-
sulting or cruel) and then bring them back to a baseline, neutral
emotional state. Finally, users were asked about their level of distrac-
tion, confidence, emotional awareness, control, and comfort during
the conversations, and for their feedback about their perceived per-
formance, accuracy, and utility of the prototype. Reactions from the
first 7 sessions were largely negative. So, we canceled the second
week of study and reflected on the reasons for the disconnect.

Participants were critical about the accuracy and responsiveness
of the expression detection AI agent. P12 said that “It didn’t seem to
be accurate and a little distracting.” and P12 responded to the ques-
tion about accuracy, “For the most part no. Happy was lighting up all
the time.” Furthermore, they were confused when some ostensibly
conflicting emojis illuminated at the same time. P13 explained that
he “More paid attention to it when it was weird: happy and sad at the
same time.” This caused them to lose trust in the prototype.

Beyond the performance of the prototype, participants were
critical of the concept. They observed that the six basic emotions
rendered in the emojis of VC4A’s UX were not the expressiveness
feedback they wanted. P14 observed, “Passion and happiness were
confused because it was using basic emotions, but there are the more
complicated ones. It doesn’t detect stress.” They were more inter-
ested in seeing anxiety, stress, frustration, confusion, or sarcasm,
which are much more complex emotions. Just over half of the par-
ticipants noticed the Expressiveness Meter, but its design did not
communicate how to react to the information. P11 said of her con-
versation partner’s meter ‘‘hers was much longer, but, I did not know
if I was supposed to make mine bigger or not–am I supposed to be
more expressive?” While we had gotten encouraging feedback on
the prototype concept throughout the iterative design process with
the WOz prototype, our user study with the working prototype
elicited discouraging reactions.

5 DESIGN PROCESS REFLECTIONS
Reflecting on our design process raised several issues.

5.1 Applying AI to Accessibility for Autism
Although we know that autistic people often emote differently than
neurotypical people (flat affect or overly expressive), we lacked
enough facial expression data from autistic people to train an AI.
Instead, our AI was trained by (presumed) neurotypical raters on
(presumed) neurotypical facial expression data. We tried to finesse
this by choosing a user scenario in which the autistic person was
offered feedback on the way a neurotypical person would interpret
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their autistic facial expression, but our users instead believed that
the system was trying to show them their true emotions. They
fixated on why the system was inaccurate or doubted their ability
to understand their own emotional state. Most of the users turned
out to be comfortable interpreting most of the six basic emotions on
their own but wanted our system to identify much more complex
cognitive and emotional states that would help them mediate their
conversation.

5.2 AI meets WOz
WOz prototypes can too easily gloss over AI implementation details
that affect its value as a simulation tool. For example, our working
prototype exhibited some noticeable delays in detecting and visual-
izing an expression, and sometimes triggered more than one emoji
at a time (e.g., happy and sad). Our human wizard avoided both
issues; thus, negative reactions to these issues were not evoked
during the WOz testing. Conversely, the wizard could not keep up
with the live video as well as the AI could. Nor could a single wizard
replicate the fractional likelihood rating given by the AI because
the model learns probabilistic estimates for face images during su-
pervised training on data labeled by multiple raters. Finally, wizards
would find it difficult to make the same kinds of mistakes an AI
would, especially if trying to generate false positives when no iden-
tifiable expression is seen. Though a wizard that is too good may
provide an upper bound on the value of a scenario, it cannot help to
identify the minimum accuracy required to offer a useful AI-driven
scenario. Our experiences with a WOz design process add to the
challenges being identified of designing Human-AI interaction [22].

5.3 Conceptual Optimism
Recognizing and reacting appropriately to another’s emotions can
be difficult, but people do this all the time! It becomes problematic
when they (or the AI) overtly proclaim what the other person is
feeling. Despite this (and all the other problems with our proto-
type), our study participants were still optimistic about the concept
and wanted us to develop an Expressiveness Prosthetic scenario to
show them an interpretation of their conversation partner’s facial
expressions. This optimism was based on a verbal description of the
Expressiveness Prosthetic and their experiences seeing their own
emotions. As we learned throughout the VC4A process, the level of
fidelity of a prototype affects the ability of a research participant to
imagine what the user experience will actually be like in practice.
Given our experiences with VC4A, we think an Expressiveness
Prosthetic would be even more problematic, as it could show ex-
pressiveness inferences to others without the person being aware
of what inferences were being made about their expressions. This
optimism, which is a common reaction in the accessibility design
space [20], contributed to leading us down a design garden path
that ultimately resulted in a prototype that was not useful.

5.4 Autism in Design
Designing for the spectrum of diverse abilities among the autistic
user population is an interesting challenge, and our experiences
highlighted the importance of social context in interacting with

autistic people. Autistic people are often misconstrued as appear-
ing angry during conversations, but we do not think that is be-
cause their facial expressions connote anger. Reviewing the video
recordings of the conversations showed that the anger emoji rarely
registered during the conversation. However, the autistic partic-
ipants tended to maintain a neutral facial expression more than
their conversation partner, as evidenced by shorter Expressiveness
Meters. Even though their facial expressions are not demonstrating
anger, they may be socially interpreted as being angry since people
tend to suppress visible expressions of anger. So, prolonged neutral
expression may be considered as being angry. The AI agent that we
used did not consider any social context of interpreting expressions.

Although we involved autistic people in the design process as
user study participants, they did not serve on our design and devel-
opment team. Thus, our well-intentioned design process did not
abide by the “nothing about us without us” principle [5]. In the
spirit of a Participatory Design process [2], we are setting up an
advisory board of autistic people to provide expertise and guidance
through all phases of the design process.

6 CONCLUSION
Our experiences designing VC4A ended up teaching us more about
the design process for the autistic population, especially when
involving AI technology. We tried to adapt an AI agent trained on
neurotypical data to a neurodiverse population, in part because of
the challenge of training new expression recognition models on
much scarcer data from people who are neurodiverse. Developing
AI models for populations that have more limited data remains a
challenge for the future.

More generally, building design probes that leverage AI function-
ality can be difficult. We encountered ways that WOz techniques
overestimate the actual AI capabilities in ways that affect the via-
bility of the design concept. In the current stage of development
of AI technologies, it is very important to develop a fully working
prototype to accurately evaluate users’ reactions to the concept.
Now that we have built a platform for a working prototype, we can
build on what we have learned to explore other AI components
or different ways of surfacing them to the user. We want to share
these experiences with the community to encourage more discus-
sion about how to shape our research and design processes with
AI and populations with diverse abilities.
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