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1 INTRODUCTI ON

Qoftware teams increasingly analyze data to inform their
“—engineering and business decisions and to build data
solutions that deploy data in software products. The peo-
ple behind the data gathering and analysis are called data
scientists a term coined by DJ Patil and Jeff Hammerbacher
in 2008to define their jobs at LinkedIn and Facebook [1].
The mission of a data scientist is to transform data into in-
sights that guide the t e a mdiians [2].

Recent studiesdocument this emerging role of data sci-
entists. Fisher et al. interviewed sixteen data analysts at
Microsoft working with large da tasets, with the goal of
identifying pain points from a tooling per spective [3]. Kan-
del et al. conducted interviews with 35 enterprise analysts
in healthcare, retail, marketing, and finance [4]. The study
focuses on recurring pain points, challenges, and barriers
for adopting visual analytics tools. In our own prior work,
through interviews with sixteen data scientists at Mi-
crosoft, we identified five distinct working styles of data
scientists and catalogedstrategies for increasing the impact
and actionability of their work [5]. However, all these stud-
ies are based ona relatively small nu mber of data scien-
tists, and therefore do not provide a broader perspective
on data science work and how different types of data sci-
entists differ in terms of educational background, tool us-
age, topics that they work on, and types of data that they
work with .

This paper reports the findings of a comprehensive sur-
vey with 793 professional data sciertists at Microsoft. The
survey covers their skills, tool usage challenges, and best
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practices. The respondentsinclude both people who work
as a data scientist 88%), as well as thosewho do data sci-
encewhile working as software engineers (24%),program
managers (18%), and other job roles (20%) Our research
guestions cover the following in the context of Microsoft
data scientists:

RQ1. What is the demographic and educational back-
ground of data scientists at Microsoft ? (Section 3)

RQ2. How do data scientists work? What tasks do they
work on, how do they spend their time, and what

tools do they use?(Sections4 and 5)

RQ3. What challenges do data scientists faceand what are
the best practices and advice to overcome those

challenges? (Sections6 and 7)

RQ4. How do data scientists increase confidence about

the correcthnessof their work ? (Section 8)

Our study finds several trends about data science in the
software development context. There is heavy emphasis on
understanding customer and user behavior through auto-
mated telemetry instrumentation and live monitoring.
Data science is also used as an introspective tool for as-
sessing developer productivity and software quality .

In comparison to prior studies on data scientists, our
study reveals a new category of data scientists, caled
moonlighterswho are initially hired into non-data-science
roles and but have incorporated data analysis as a part of
their engineering work. Due to this transitional nature of
adopting new responsibilities, many respondents empha-
size the need of formal training and express thedesire to
have shared repositories for mentoring .

Data scientistsin our survey spend asignificant amount



of time querying data ; building platforms for instrumenta-
tion; cleaning, merging, and shaping data; and analyzing
data with statistics and machine learning . During these ac-
tivities, p oor data quality , missing or delayed data, and the
mundane work of shaping data to fit the diverse suite of
analytics tools become barriers. To overcome these chal-
lenges, data scientists recommend consolidating analytics
tools and constructing data standards for instrumentation .

Despite the rising importance of data-based insights,
our respondents find it difficult to increase confidence in
the quality of their analysis work. To ensure the correct-
nessof their work, more structured processes and tool sup-
port are neededfor validating data science work, like peer
logic review, dogfood simulation (using or creating their
own data to test the software), live monitoring and debug-
ging, and checking implicit constraints and data schema.

This paper provides a comprehensive description of the
data sciertist types asthe roles emerge at a large company
and a survey instrument that others can use to study data
scientists.

2 METHODOLOGY

The findings in this paper are based on survey responses
The design of the questionnaire (Section2.1) was informed
by our previous interview study of sixteen data scientists

[5] and existing studies on data scientists [6]. The survey
was distributed to 2397employees (Section2.2). To analyze
the data, we used a combination of statistical analysis and
card sorting (Section 2.3).

21Survey Design

Our questionnaire included questions about the following
topics (the complete questionnaire is available as supple-
mental material and a technical report [7]):

1 Demographics: We asked questions about organization,
gender, having direct reports, job discipline, geographic
location, experience in years (overall professional expe-
riences, years at Microsoft, and years in analyzing data),
and educational background.

1 Skills and self -perception: We replicated questions
from Harris et al. [6], who asked about (1)s ki | | s
rank your skillsdé using
self-perceptions about professional categories ( 0 |
of myself
person, artist, etc.). Harris et al. used the answersto clas-

sify data scientists into four groups: Data Businesspeople,

Data Creatives, Data EngineersychData Researchers

1 Working styles : Motivated by our previous study [5], we
included a checkbox question to map respondents to one
or more working styles We also asked about thetoolsthat
respondents use andthe types of datthey analyze as part
of their work. In an open -ended question, we asked for a
concrete example of a data science task thatespondents
worked on in the past six months.

a s likeastientisg éngineer, business
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9 Time spent: We askedrespondents how much time they
spend on certain activities. The list of activities was de-
rived from existing work on data science workflows [8]
[9] [10]. In addition to the activities, we asked how much
time people spend in meetings. We also ask how much
time they spend on activities not related to data science.

9 Challenges: We asked an openrended question about the
challenges that respondents f a ¢ What challenges do
you frequently face when doing data science?

9 Best practices: To distill a set of best practices for data

science we asked two open-endedquesti ons: OW

vice related to data science would you give a friend who

is looking to get started wit

new features, tools, processed or best practices coud im-

prove how we do data science?
1 Correctness: To learn how data scientists ensure the

quality of their work, we asked the two open-ended

guestions: OHow do you ensur

your analysis is correct?6 an

youhavehi gh confi dence about yol

We followed a pilot protocol [11] to design the survey,
i.e., an earlier version of the survey was send to asmall
subset of the population (about 20)and their feedback was
used to improve the survey and increases clarity of the
guestions. For example, an improvement made during the
pilot was to ask participants
instead of the oOpercentage of
science activities. The responses of the pilot population
were not included in the data analysis of the actual study.

22Participant Selection

We sentthe final survey to 2,397 Microsoft employees who
we identified from two target populations:

9 Full -time data scientist employees (population 6 d at a s ¢
enceemployeds. By using the organizational database,
we identified 599 Microsoft employees working in the
newo Applied Science &withabDabtadi
S c i ¢the jolm title (Data Scentist, Data Science Lead,
etc.).

(T&Employegss vdth int erest in data science (population:

@) p pdata ecience,anthusips)s We ideptified 4498 Migrosoft 4 n d
t h emplryees who were subscribed to one or more large

mailing lists related to data science or machine learning

and did not be bcemeemployeesdoh @ opd a
ulation.
We included t h&a spiengeenthagsiast® n 0

because in our previous interview study [5], we found
there are hidden populations of data science practitioners.
As one of the interview respondents pointed out, employ-
eesoften transition to a full -time data science role from an
engineeringrole ( 60a | ot of people kind
scientists besi deP45inKineetal [S5hor ma
A significant portion (3 0%) of the survey respondents who



KIM ET AL.: EVERYTHING YOU WANTED TO KNOW ABOUT DATA SCIENTISTS IN SOFTWARE TEAMS 3

self-identified as part of the official data science discipline
were fromthe 0 d at a

We invited respondents through a personalized emalil
to participate in a sur voity
As an incentive to participate, respondents could enter a

This analysis was of exploratory nature. We wanted to

s c i e n cmopulation .h u s iidestity ang potentially interesting differences in the data.

The statistical tests served as a filtering technique rather
tbam a hyfotadsiatestihg techniquee Thexet is thiel possibibtys
of making false discoveries due to multiple statistical tests.

raffle of one of four $125 Visa Gift Cards after completion  According to McDonald [17], there iso n o  uwsally ace r
of the survey. We received a total of 793 responses (re- cepted approach for dealing with the problem of multiple compar-
sponse rate 33%), of which 216 responses were from the isonsé Any correction brings trade -offs between false and

population of 5990 d adcience employee®
36%) and 577 from the population of 179&data science en-
thusiasts6 (response rate 32%).
the 14% to 209412] and 6% to 36%][13] that were reported
for other surveys in software engineering.

In terms of demographics, 24% of survey respondents
are female and 74% are maleRespondentsvary in terms
of geographic locations: North America (82%), Asia (9%),
and Europe (7%). Of therespondents, 23% have direct re-
ports (i.e., managers), while 75% do not.This indicates that
a high number of our survey respondents are individual
contributors without direct management responsibility.

23DatAanal ysi s

To analyze the responses,we used a conbination of de-
scriptive statistics, cluster analysis, statistical testing, and
card sorting.

For the 532 responses to thetime spent question, we
first normalized the hours spent on each activity by com-
puting the relative time spent on an activity per week (in
percent). Next, we ran the Partitioning Around Medoids
(PAM) clustering algorithm [14] using the pamkimplemen-
tation from the fpcpackage in Rand varying the number
of clusters (k) from one to twenty . For eachk, the algorithm
computes a clustering and then returns the clustering with
the optimum average silhouette width [15]. In our case, the
optimum number of clusters was k=9. We discuss the re-
sults of the clustering in Section 5.

To further describe the clusters, we performed a series
of statistical teststo identify how respondentsin eachclus-
ter differ from the respondents outside the cluster in terms
of demographics, skills, and tool usage.

For example, one of the nine clusters corresponds to the
data scienst s who odo it all o
in most of the data science activities; we call it thePolymath
cluster. We compared whether the presence of a PhD de-
gree is significantly different between respondents in the
Polymathcluster vs. respondents not in the Polymathclus-
ter. We do similar comparisons for other demographics
(experience, education, and role), skills (from the Harris et
al. [6] survey, e.g., Algorithms, Machine Learning), and
tool usage (R, Python, Scoe, SQL, etc.).For binary varia-

i rieree in anadyzping dath (nsediay .8 years). a n t

(r es po mssed disadvezies. Due to the exploratory nature of the

analysis, we are more liberal with including discoveries.
Anly dissoveryathatewe ieort io thisraer wathbréspect too
the cluster difference will need further validation on an in-
dependent context.

The questionnaire asked a few open-ended questions,
covering (1) problem topics, (2) challenges, (3) best prac-
tices, (4) advice, (5) how to ensure input correctness, and
(6) how to check for output correctness. To analyze the re-
sponses to these itemswe used card sorting 18] [19], a tech-
nigue that is widely used to create mental models and de-
rive taxonomies from data. In our case, card sorting also
helps us to deduce a higher level of abstraction and iden-
tify common themes. Our card sort was open meaning we
had no predefined groups; instead, we let the groups
emerge and evolve during the sorting process. Each card
sort was initially performed by one or two authors. When
the card sort was performed by only one author, it was
subsequently validated by another author. The resulting
groups were then mapped back to the survey responses to
check if the nine clusters responded differently to some of
the open-ended questions. Results from the card sort anal-
ysis are discussed in Sectionst and 6-8.

3 WHOAREDATASCI ENTIASIME CROSGF T

In this section, we characterize data scientistsat Microsoft
with respect to professional experience, skills, education,
working style and time spent on work activities.

Professional experience. The respondents have 13.6
years of professional experience on average (median 12.6
years, respondents were allowed to report experience as a
decimal number). They have worked at Microsoft 7.4 years
on average (median 6 years). They have 9.8 years of expe-
ti

Job title . Of the respondents, 38%identify as part of the
data science discipline, 24%identify assoftware engineers,
SDE, or engineering managers, 18% identify as program
managers or PMs, and 20% identify with ot her disciplines.

Education.34 % have
t er 6 s sdne B2Podave PhDs. Harris et al. [6] note that

bles (e.g., presence of a PhD degree, presence of a certain 70% of enterprise analysts in their study have at least a

skill), we used Fisher Exact Valugests [16]. For numerical
variables (e.g., years of professional experience), we used
Wilcoxon MannWhitney tests[16]. In this paper, we report
differences that are significant at the level of p < 0.05.

mast er 0 s and thay pasteggraduate education pro-
vided hands-on experience working with real data to eval-
uate a theory or argue a position. Kim et al. [5] also note
that PhD training contribu tes to the working style where

me

b a c Is,d1%dhavémas-d e g



data scientists identify important questions on their own
and iteratively refine questions and approaches.

Skill. To understand the skill sets that data scientists
bring to their work, we asked the respondents to rank their
skills in order. The list of 22 skills came from the Harris et
al.d s s J6]. Resyondents dragged and dropped skills
into an ordered list, with their introspectively identified
top skill on top.

The list of skills ranges from Business, ML/Big Data,
Math and Operations Research Programming, and Statis-
tics. To help the survey respondents to understand each
skill category, several tools and keywords are mentioned
witheachs ki || set: for exampl e
ci sion trees, neur al net s,
tured Data (ex: noSQL, text mining).6

The results indicate that the respondents come with
strong skill sets in Product Development, Business and
Back End Programming. Querying and manipulating
structured data, data manipulation, and Big Data and dis-
tributed systems are most frequently reported skills. On
the other hand, spatial statistics (geographic covariates,
GIS), surveys and marketing (multinomial modeling), sim-
ulation (discrete, agent-based, and continuous simula-
tions), Bayesian and Maonte-Carlo statistics (MCMC) are
less frequently reported skills .

Working s tyles. Each respondent checked statements
that apply to their working styles . The given statements
characterize five representative working styles that we
identified in our prior work b ased on interviews with data
scientists [5]. Participants could select multiple statements
and the working styles are not mutually exclusive.

1 81% report that they analyze product and customer data;

1 76% communicate results and insights to business lead-
ers (Insight Provider );

1 60% use big data cloud computing platforms to analyze
large data;

1 51% build predictive models from the data ( Modeling
Specialist);

1 36% build data engineering platforms to collect and pro-
cess a large quantty of data and use big data cloud com-
puting platforms ( Platform Builders );

1 31% add logging code or other forms of instrumentation
to collect the data required for analysis (Polymaths) ;

1 12% manage a team of data scientists{eam Leaders).

The percentagesadd up to more than 100% becausethe re-

spondents could check more than one statement 48% of

the respondents selectedthree or more statements.

Time spent. Figure 1 shows a boxplot of the time spent
for each activity category. The thick vertical line in each
box shows median hours per week that the respondents
spend for each activity . We discuss more details on the
clustering of respondents based on relative time spent in
Section5.
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4 HowDoODATA&CI ENTIWABKR

We asked Microsoft data scientists about problem topics
that they work on (Section 4.1) and tools and data used
(Section4.2).

41 WhaRr oblToemscdo Data Sariknti
or

We categorized the problem topics that Microsoft data sci-
entists work on into four topics using an open card sort: (1)

user engagement;(2) software productivity and quality ; (3)
domain-specific problems; and (4) business intelligence.

Below we describe the subcategories of eacthigh -level cat-

egory and illustrate them with quotes from respondents.

User Engagement. With usage data from software,
teams pay attention to how customers use their software
like which features are most often used. Based on teleme-
try log s, data scientists quantify user satisfaction, analyze
complaints, and assess customeradoption and retention
rates.

) I work on understanding user activity and engagement im-
pacts basd on usage for new and existing users separately, using

[ ] user data collected from t
user journey from these data sources using modelling techniques.
[P756]

) | used customer survey data to analyze for correlatiors / r
lationships with order size and frequenfyé fransaction cycle
time, concession/discount. Using this data, | identified the rela-
tionship between customer satisfaction and concession/discount
level to help decision makers determine the optimal discaveit |
based on customer profi[@698]

Software Productivity and Quality . The respondents
work on software teams; therefore, their own work leaves
digital traces that can be analyzed. They assessngineering
productivity and software quality through analysis of soft-
ware artefacts. The types of tasks are often the topis stud-
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ied by the Mining Software Repositories researchcommu-
nity, like performance modelling, requirements elicitation,
bug finding and repair, release planning, and system
health and service quality monitoring.

studied by the Mining Software Repository research com-
munity are now being addressed by practitioners. How-
ever, we also note that topics are much more focused on
user and customer behavior, e.g.,user engagement, adop-
tion, retention, migration, customer sentiment, and satis-

) Bug prioritization. Anomalous data activity indicating userfaction. While academics do nat generally have access to
failure. Reduce time to detection. Choose which build goes owuoh large-scale user behaviordata, data is available and

next set of customefB36]

) | then used these visualizations to help product teams iden2 Wh aT¥o o lash d

tify and prioritize major performance bugs {our product]
[P6Q]

analysis is more relevant in industry settings.

Data Do

Tool Usage. We asked therespondents to specify tools

) 1 worked on prioritizing next release features based on cif3at they use for data science tasks At Microsoft, SQL and

tomer feedback da{@304]

Excel are popular (48% and 59%). Many data scientistaise
statistics tools and packages like R (29%),MATLAB (5%),

) Can we determine the componentization of a system baseq/@fitab (4%), SPSS (3%), and JMP (2%Respondentsalso

build data, which targets get built together andtipossible to
determine componentization health using build dataclehes,
and branchingree dat& [P577]

rely on scripting and data manipulation tools , like Python
(17%).
While we note that data scientists use small-scale, data

) | worked on calculating availability of our service. | use t@nalysis tools, like Excel (59%) and Office Bl (25%) many

lemetry data collected from our servieéZ0]

Domain -Specific Problem s. The respondents work on
product -specific data analysis topics or act as expert con-
sultants on their clients 6or customersdproblems. Thesedo-
main-specific problems include: assessing a speecitbased
natural language processing platform ; addressing bottle-
necks in image collection; creating predictive models for
stock pricing ; modeling advertiser value for ads; identify-
ing malware; predicting power consumption ; analyzing
game user population; analyzing search behavior,and an-
alyzing device churns across different hardware devices.

are alsousing big data analytics platform, like Microsoftd s
map-reduce platform, called SCOPE (34%) and large scale
machine learning libraries like Azure ML (15%)and TLC
(9%). Since many respondents come from engineering
roles, they are proficient with mainstream programming
languages, like C, C++, and C# (33%).

Types of Data. In terms of data that they work with,
47% of the respondents analyze customer usage, (such as
telemetry data, feature usage, game play data) 36% ana-
lyze business data like purchases and transactions; 26%
analyze execution behavior of the product (e.g., crashes,
performance data, load balancing); 17% investigates engi-

) I worked on analyzing textual feedback and trying to figurdeering data of the product, like checkins, work items,
out the relationship between the feedback and the ratintjg. [P code reviews; and 17% usecustomer survey data.

Business Intelligence. With the background in finance
modeling, many respondents work on predicting invest-
ment, demand, revenue, adoption, and growth of sales.
These topics are what traditional business enterprise ana-
lysts work on.

) | have a constant need to know data related to partner ¢
pensation, the number of customers that partners deal wi%

which customer has been compensated for, and how much

exports and/or SQL queries frofproduct] systems and run
comparison data fromte [product]platform.[P237]

Discussion. Based onthe four categories, we conclude
that data science work in software development teams is
more than just business intelligencetopics catalogued from
Kandel 8 wn enterprideyanalysts [4]. The software
productivity and quality topics are unique in that sense
that data science is being usedas an introspective tool to
assesstheir own productiv ity and quality of software
teams. This is an important trend to note, since the topics

5 THETYPES [T ASCI ENTI STS

Using the clustering method described in Section 2.3, we
find nine distinct clusters for 532 responsesof Microsoft

data scientists. Table 1 shows each cluster with the percent-
age of their work hours and the average hours for each ac-
tivity. Each row corresponds to a cluster and each column

om-

pan activity. The top number in each cell indicates the av-
grage relative time spent on an activity (in percent, used

rev ) N
nue the partner is being attributed. This comes from multipfOr clustering) and the bottom number  indicates the abso-

systems, and we pycally have to use BI from several system

SSte average number (in hours). For example, the 33 re-
spondents in Cluster 4, Data Shaper, spend on average
10.9 hours inanalyzing data on average, which is 25.7% of
their work hours.

Throughout the discussion, w e contrast the characteris-
tics of respondents in each cluster against the rest of the
respondents in terms of demographics, skills, and tool us-
age. Table 3in the appendix reports only the characteristics
that are significant with p <0.0 5. For example, for the Clus-

ter 1, Polymath , the statement

- PhD degree 31% vs. 1%

Datsa& ?Sci
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TABLETHE NI NE CLUSOATRS SCH ENSTASEIDS ON NORMAIMEZEBFPENT ONEDSWRVIE VI TI E

Each row corresponds to a cluster and each column to an activity. The top number in eacfesptirtds to the percentage of time a person spends ¢

activity. The bottom number show to how many hours t hi,s stpiemad ool
10.4% of their time on querying existing data; th@rresponds to 4.4 hours.
Entire population | 12.0% 7.2% |11.7% |12.5% | 4.8% 69% 85%  92% | 24% 55% 4.1%  15.1%
532people | 47h 29h | 49h | 52h | 21h  30h 35h | 38h | 1.1h  21h | 19h | 6.7h
glﬁxstert:r 10.4% 85% | 115% |151% | 91% 7.7% 74%  7.9% | 32% 52% 4.0% | 10.1%
156°pyerg;|e 44h 36h | 51h | 67h | 40h 36h 35h  36h | 15h 23h 20h  45h
Dat EC'UStelr.zt_ 6.8% 21% | 67% | 7.7% | 24% 7.0% 120% 230% | 37% 95% 13.4% 57%
aa 7\43335;;?9 22h  10h | 25h | 28h | 12h 26h 45h  86h | 13h 33h 60h  28h
Datag'r“:t:rrei_ 24.5% 4.9% | 19.6% | 10.0% | 3.0% 9.0% 11.6% 88% | 1.5% 3.9% 15% 1.8%
122 pgome 94h  19h | 7.8h | 40h | 13h 41h  45h | 35h | 07h  1.3h  07h | 0.8h
Datglsuﬁtaer:r- 56% 1.8% |27.0% |25.7%  6.0% 8.9% 7.6%  75% | 21% 3.3% 25% 1.9%
13 peo?)le 25h  07h |115h | 109h | 26h 3.8h 33h | 32h | 1.0h  14h  11h | 0.8h
Data g'::lter;_ 99% 0.9% | 5.8% |491% | 46% 6.6% 52%  58% | 1.8% 42% 28%  3.2%
24 peggle 37h  03h | 24h | 184h | 22h  27h  22h | 24h | 08h 16h 13h  1.3h
Platforn?'gatiﬁ;eﬁ_ 12.5% 48.5% | 6.1% | 4.3% | 3.8% 27% 44% 41% | 21% 3.0% 1.4% 6.9%
27 people | 44h 184h | 26h | 1.9h | 11h  12h  20n  18h | 08h 1ih  06h  3.1h
Moon! Et':fgegnj 73% 50% | 50% | 55% | 28% 42% 7.8% 59% | 18% 57% 25% |465%
‘%3 peoplg 31h  22h | 21h | 24h | 12h 20h 33h 24h | 080 23h  11h | 20.0h
Mooni Et'gf%/s 29% 14% | 19% | 1.6% | 04% 15% 17%  23% | 06% 21% 28% [80.9%
%2 peop|e° 12h  06h | 05h | 0.7h | 02h 07h 0.8h 10h | 03h 10h  13h | 36.1h
| ,C'L‘if;egg_ 09% 21% | 18% 09% 57% 185% 101% | 3.0% 57.1%
g peocpfer 04h  1.0h | 02h 01h  15h 48h | 16h | 1.1h  11.8h
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means that 31% of the respondents who belonged to the
Polymath cluster have a PhD degree whereasonly 19% of
all other respondents have a PhD degree As another ex-
ample, the statement

®Years at Microsoft 6.3yr vs. 7.5 yr

indicates that this ¢ | u s averagé gears of experience at
Microsoft is 6.3 years, whereas the rest of the respondentsd
averageyears at Microsoft is 7.5 years.

Cluster 1:Polymath . This cluster is characterized by en-
gaging in all kinds of activities, ranging from analyzing
data, preparing data, querying data, and validating in-
sights, etc. We name this clusterpolymathsfor consistency
with our prior study [5], where we observed a working
style of data scientistswh o 0 d o e.g.,tformany & husi-
ness goal, instrumenting a system to collect the required
data, doing necessary aralyses or experiments, and com-
municating the results to business leaders. 156 respond-

ents belong to this cluster of polymaths. 46% of them be-
long to the data science discipline, while 16% and 20% are
program managers and software engineers, respectively.
Polymaths have a relative high representation of people
with PhDs (31% compared to 19%)

In terms of skill sets, this group of data scientists shows
true versatility . They are more likely to have knowledge of
machine learning (62% of polymaths vs. 47%of the rest),
graphical models, spatial statistics and Bayesian statistics,
and are also familiar with such scripting tools as Python
and SCOPE (59% of polymaths vs. 44% of the rest). In
terms of analysis topics, polymaths more frequently work
on domain -specific problem s than the rest (40% vs. 29%6).

Cluster 2: Data Evangelist. This cluster is characterized
by spending a significant amount of time with others about
data and analysis (8.6 hours, 23.0% of their time) dissemi-
nating insights from data (4.5 hours, 12%) and acting on
insight (3.3 hours, 9.5%) We name t hiData
Evangelists, 6 because in our pri

c |
or

u
S
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scientists who push for the adoption of data -driven deci-
sion making within the organization or the company as
0 e v a n g e7ll respondent® belong to this cluster. 38%
belong to the data science discipline, 24% are program
managers, and 8% are software engineersData evangelists
are more likely to have longer experience at Microsoft (av-
erage 8.6 years)and the overall data analysis experience
(average 11.9 years) They aremore likely to be individual
contributors (37% of data evangelists vs. 22% of the rest)

In terms of skill sets, data evangelistsare more likely to
have business and product development skills (65% of
data evangelists vs. 38% of the rest) while less likely to
have skills related to structured data (55% vs. 71%) Simi-
larly, data evangelists are familiar with tools for business
intelligence like Office Bl (49% of data evangelists vs. 33%
of the rest). In terms of analysis topics, data evangelists
work more frequently on domain-specific problems given
by clients and customers (24% vs. 10%).

Cluster 3: Data Preparer. This cluster is characterized
by spending a significant amount of time in querying for
existing data (9.4 hours, 24.5% of their time ) and preparing
data (7.8 hours, 19.8% of their time ). 122 respondents be-
long to this cluster. 46% belong to the data science disci-
pline, 14% and 19% are program managers and software
engineers, respectively. Data preparers are less likely to be
individual contributors (14% of data preparers vs. 26% of
the rest). In terms of skill sets, data preparers have profi-
ciency working with structured data (86% of data prepar-
ers vs. 63% of the rest) while slightly less likely to have
expertise in algorithms (38% vs. 50%) Most data preparers
are familiar with SQL (85% vs. 65) Data preparers more
often mention the challenge of stitching together different
streams of data(15% vs. 7%)

Cluster 4. Data Shaper. This cluster is characterized by
spending a significant amount of time in analyzing data
(10.9 hours, 5.7 of their time ) and preparing data (11.5
hours, 27.0% of their time ). 33 respondents belong to this
cluster. Data shapers predominantly belong to the disci-
pline of data science (79%), while only 3% and 9% are pro-
gram managers and software engineers, respectively. They
more likely have post-graduate degrees (54%with PhD
and 88% with Mast erds degree vs.
tively for the rest) and skills in algorithms, machine learn-
ing, and optimization algorithms . They are less likely to
have skills related to business, front end programming,
and product development. In terms of tools, they indicate
familiarity with  MATLAB (30% vs. 5%) Python (48% vs
22%), and the machine learning library TLC (35% vs. 11%).
These skills are crucial to extracting and modeling relevant
features from data. In terms of analysis topics, they work
on search top query ranking problems (17% vs. 4%) and
speech analysis (8% vs. 0%inore frequently than the rest.

Cluster 5. Data Analyzer. This cluster is characterized
by spending about a half of their time in analyzing data
(18.4 hour, 8€.1% of their time). 24 respondents belong to

this cluster. 54% of data analyzers belongto the data sci-
encediscipline, while 17% and 2%%6 are program managers
and software engineers, respectively. They are more likely
to hold M a s tselegi@es than the rest (82% vs. 61%). Data
analyzers are morelikely to be familiar with statistics (76%
vs. 47%) math (66% vs. 47%) Bayesian Monte Carlostatis-
tics (42% vs. 18%,) and data manipulation (82% vs. 54%)
than the rest. They are less likely to have skills related to
front -end programming and product development. Many
data analyzers are R users (64%s. 38%). They often men-
tion handling and transforming data as a challenge

Cluster 6. Platform Builder . This cluster is character-
ized by spending a significant amount of time in building
platforms to instrument code to collect data (18.4 hours,
48.9% of their time). 27 respondents belong to this cluster.
Platform builders are less likely to belong to the data sci-
ence discipline (only 4%). 70% are software engineersand
19% are program managers.They are more likely to have
a background in big data and distributed systems (81% vs.
50%), and back-end (70% vs. 36%)and front -end program-
ming (65% vs. 31%) In terms of tools, 8% use SQL and
70% are proficient with main stream languages like C,
C++, and C#. In this group of data scientists, very few hold
a job title as a data scientist (only 3.7%). They identify as
software engineers who contribute to the development of
a data engineering platform and pipeline . They frequently
mention the challenge of data cleaning (15% vs. 2%)

Cluster 7. Fifty -percent Moonlighter . This cluster is
characterized by spending about a half of their time in ac-
tivities not related to data science(20 hours, 46.9%6 of their
time). 63 respondents belong to this cluster. Only 10% of
them belong to the data science discipline. 29% are pro-
gram managers, and 35% are software engineers.In the
open questions, they often mentioned that data scienceis
not their day job. They have longer professional experience
(16 years) and job expeience at Microsoft (8.6 years). They
are less likely to have a PhD degree(10% vs. 24%) While
maintaining different engineering roles, they adopt data
science work as a part of their responsibilities. In terms of
skills and tools, they are less likely to be familiar with
Bayesian Monte Carlo statistics, (8% vs 21%) unstructured
@ath ¥4.7% vs B6%) Rydhon r(1d% pse 25%) the machine
learning library TLC (3% vs 13%) and Scope(33% vs 50%

Cluster 8. Twenty -percent Moonlighter . This cluster is
characterized by engaging in mostly non-data-science
work (36.1 hours, 80.96 of their time). 32 respondents be-
long to this cluster. Only 3% belong to the discipline of data
science, 41% are program managers, and 43% are software
engineers. Like the other moonlighter cluster , few have an
job title as a datascientist, and only 6% have a PhD degree
(vs. 23 for the rest). They have longer professional expe-
rience (17 yearsvs. 13.7 year$ and job experience at Mi-
crosoft (10.8 yearsvs. 6.9 yearg. They are more likely to be
skilled in product development (66% vs. 44%,) while less
familiar with R -like tools (15% vs. 42%) More people in



this group emphasize the importance of formal training
(29% vs. 10%) andgetting a mentor (23% vs. 1%) than the
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sources for analysis can be also a challengeSome also
mentioned the issue of data permission and access,since

rest. In terms of problem topics, this group of moonlighters
is more likely to work on the analysis of user and customer
behavior (37% vs. 14%)and the analysis of bugs, crashes, )

relevant data could be held by other teams.

Data has long delay, so it is hard to review live information.

and failures (36% vs. 9%). Assessing developer productiv- [P57§

|t|y atnd sg(;fot/vvarelil;/ahty is done more frequently by this ) Finding the right data sourec

cluster (37% vs 6)- wel | documented and itdés diff
them.[P233]

Cluster 9. Insight Actors. This cluster is characterized
by spending more than half of their time in acting based on
the insights drawn from the data (57.1%)and disseminat-
ing insights from the data (18.5%) This cluster consists of
only 4 respondents. Because of the small sizewe excluded
the cluster from any of the statistical analysis.

Data Preparation. Another challenge is the integration
of data from multiple sources and shaping of the data. Of-
tendata |ives in differenmtandsyst
must be combined to enable data analysis. Onerespondent
called data integration 0 ma ki ng sense of tr
s t r e @hm.cancern of merging from spaghetti data is
more frequently mentioned by Data Preparersthan the rest
(15% vs. 7%).

6 WHATCHALLENdI®ODATASCI ENTI STS
Face

When we asked data scientistsat Microsoft about the chal-

lenges that respondents face, their answers fall into three

categories:data analysis and peopleThe following subsec-

tions detail each category.

6.1Chal I

) We have a lot of data from a lot of sources, it is very time
consuming to be able to stitch them all together and figure out
insights [P365

) Data is created in silos, so our job is tadfi;ind make keys
that connect disparate sources into patterns that help us learn
and improve customer experienige367)

enges Retlaated to

Data Quality. Respondentspointed to data quality as a
challenge. They identified several reasonsfor having poor
quality , due to bugs in the data collection and sampling During the data preparation phase, data scientists must
procedure. Some respondents mentioned that there is an understand what the data mean. Factors that complicate
expectation thatitisa dat a sjabitcecortedt datad gata understanding include lack of documentation, incon-
quality issues, even though they are the main consumers sistent schemas, and multiple possible interpretations of
of data. The data quality issue also makes it difficult for data labels. Figuring out the meaning of data requires talk-
data scientists to have high confidence about the correct- g to the people who collected the data. Severalrespond-
nessof their work (see alsoSection8 for how data scientists ~ €Nts emphasized that data are never clean and that they
ensure the quality of their work) . must account for bias.

) Poor data quality. This combines with the expectation that s Little documentation can be found, and usually not up to
an analysis, this is your job to fix (or even your fatilt exists), date, making it hard to ramp up with new datage235]

and not that you are one of the masnsumers of thigoorqual-
ity data. [P754] Many respondents mentioned the challenge of data
shaping and wrangling , i.e., shaping data into a right for-

mat to be consumed by various tools. The same challenge
was noted in Kapiel et al

Data Availability. Respondents described a lack of
data, missing data values, and delayed data as challenges.
They mention either not having necessarydata or having
too much meaningless data to sift through. Data may not ) Getting data | need from whatever source and dealing with
be available because of lack of instrumentation in legacy parsing, format manipulating andehn up. [22]
systems or an absenceof data curation in the past.

0s S

) Massaging data into the right format to fit various tools.

) Not enough data available from legacy systems. Adding i[rE164q
strumentation to legacy systems is often considered very expen-

sive.[P304 62Chall enges Rredlajtxids t o

Even when there is enough data, dealing with missing
or incomplet e data can be a challengeg.g., missing sam-
ples. Another challenge is a verylong time taken to receive
live data. In particular, this challenge is mentioned by the
cluster of Data Shapers more frequently than the rest (17%
of Data Shapers vs. 4% ofthe rest.) Locating the right data

Scale. Becauseof the huge data size, batch processing
jobs like Hadoop can take a while. Thus, iterative work
flow canbe expensiveand quick visualization of large data
sets ispainful .
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) It takestoo long to collect and analyze data due to long rudlescribe the details for each category.

ning time and sometimes long queue on CodiP651]

Despite a large suite of diverse tools, it is difficult for
data scientists to accessthe right tools, because generic
tools do not work for sp ecific problems that they have.

71Learning and Practicing Da

The most frequently requested practice was the desire for
training, through formal coursework, knowledge reposito-
ries, and mentoring. One popular piece of advice was to
learn statisticsii modelling and distributions. On the sur-

)  Thoughwe have lot of data science tools, there is no one {§6€; this seems fundamentally obvious, but some re-

that helps to solve most of the problejifg82]

Machine Learning. When it comes to building predic-
tive models, respondents discussed the difficulty of know-
ing key tricks related to feature engineering and evaluating
different models for optim al performance. For them, it is
also difficult to infer the right signal from the data and
what confidence level should b e appropriate for the analy-
sis. Respondents from the population odata science enthu-
siast), who do occasional data sciencewvork , mention that
due to limited resources and restricted data accessit is dif-
ficult to define the scope ofneeded analysis.

spondents were very specific, suggesting to learn as many
statistical and probabilistic models and di stributions as
one can for mastering the art of reasoning with statistics
and dissecting one another's arguments. This phenomenon
is interesting because the top suggestion for becoming a
programmer is not likely to be "learn to program.”

Many respondents were not initially hired as data sci-
entists and they have transitioned from other engineering
roles. Therefore, there was strong emphasis on recognizing
the need for formal training. Similarly, one popular sug-
gestion was to take coursework. Respondents offered spe-
cific course suggestions,like MOOCs, coursesfrom Udac-
ity, Coursera, Code Academy, and PluralSight. Respond-

) There is no clear descriptionaproblem, customers want to€Nts suggested only online coursework, which made sense

the expectations in terms of prediction accuracy artérims of
time to develop entb-end solutions[P220]

63Chall enged Medmlte
Respondents mentioned the challenge of convincing their
team of the value of data science and getting buy-in from
the engineering team to collect high quality data. Respond-
ents from the population odata science enthusiast® also
found it difficult to stay current with evolving tools, as
they have other responsibilities and occasionally engage in
data science work. Respondents mentioned that it is hard
to convey the resulting insights to leaders and stakeholders
in an effective manner.

university degree pr ograms.

Understanding machine learning is another popular
suggestion, specifically to learn regression algorithms,
classification algorithms, feature extraction, and feature
generation, and to understand their assumptions and ca-
veats.

Several respondentsexplicitly mentioned that data sci-
ence is often only part of an employee's job and cuts across
different job roles. They suggested that there should be a
structured program of learning and certification that eve-
ryone should go through, since picking up a n ew discipline
on the job is tough. Because of this emerging nature of the
data science discipline in software teams, some respond-
ents expressed the desire to avoid amateurism by profes-
sionalizing the practice.

) Convincing teams that data science actually is helpful. Run-
ning behind people to get data. Helping to demystify data scierce Statistical rigor andpeer review.}459]

[P29]

) Force creation of a null hypothesis into experimentation.

) It's something that | don't do on a daily basis so my skills ggP633]

rusty and need few hours to feel productiirRe61]

) More emphasis on data validation/testimgpdels, establish-

) Communtating to the team and getting all stakeholders dng peer review of models as a routine practe440]

the same pagf?372]

7 WHABESPRACTI CRNIMPROVIBAT A
SCl ENTE

We askeddata scientists at Microsoft to share (1)best prac-
ticesto overcome the challenge of data science work and
(2) advicethat they would give to novice data scientists. We
combine the discussion of both questions because the re-
sponses were related to each other.

The responses falls into four categories: (1) formal train-
ing; (2) standardization; (3) clarifying the goals; and (4) un-
derstanding the caveats of data. The following subsections

Respondents frequently mentioned the desire for
hands-on training and practical case studies. Similarly,
some respondents called for internal data science competi-
tions to provide practical experience.

Respondents expressed the goal of fostering acommu-
nity of practicd20] across the company and centralizing the
learning resources in knowledge repositories.

) 1.There is no one uber wiki for data scieeeplaining var-

ious data science tools, processes and best practices. 2. Data sc
ence teams can host workshops or dffices weekly to increase
awareness about various tooB259]
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) Encourage development of practice communities around vareblems to have the most impact on your organizatio n,
ious data mining and analysis toohains to make people morand closely with the team with identifying good goals .

productive through reuse of tools, data, and cdegl 1]

72Het er ogelnoecoluss and Dat a
Respondents recommended karning the tools of the trade:
R, LINQ, Excel, SQL, PowerBI, Python, Matlab, Azure ML,
etc. The R tool was the most commonly suggested tool.
Some suggested thatdata scientists need a balance be-
tween programming tools and data tools.

However, when it comes to this diversity of tools, re-
spondents also expressed frustration about having too
many tools and incompatible tools. Many responses called
for integrating specific tools, drawn from the set of R, Py-
thon, F#, Excel, Cosmos (a map/reduce and distributed
storage framework), Azure, SQL, AzureML, PowerBlI, and
the .NET framework. This reflects their frustrating work-
flows that are spread across many tools. Along this line,
they complained about a proliferation of tools across the
company. This heterogeneity makes it harder to reuse
work across teams. Also, the company's engineering effort
is spread across multiple competing tool efforts, rather
than a single centralized effort. Further, the heterogeneity
also creates analysis difficulties, particularly integrating
temporal data from multiple systems.

) There are already TOO MANY tools for doidgta science
Invest in makinga few easier to learn and uBe.Python, Unix
type commandsSCOPE TLC/AzureML are god enough, add-
ing more just t&es too much time figuring outP461]

) Integrating / unifying separate tools/platformB780]

This problem of heterogeneity does not just apply to
tools but also extends to the data itself.

) Manifest of available data sour@esoss the org. Streamlined
access/permission process for different data sources. Standar

ized nomenclature/types of similar daR880]

) Centralize data and their definitionP$1Q

73Cl arifying the Goal of D

Several respondents talked about the need to integrate
data science early in the product life cycle, namely deter-
mining a project's success metrics in the early planning
phases and then designing the remaining steps around
these goals.

) Do more to clearly define the business dmtithat has to be
informed by data. Analysis, reportingnd modeling are not end

Some respondents advised newcomers to become familiar
with business objectives so that their work can be applied

S taﬁdner?aiFleg Yo business decision makers. However,

business decision makers do not always know what they
are asking for, so it is important for data scientists to come
up with their own conclusions and provide actual value to
the recipients of the analyses.

Related to this point, respondents gave the advice that
it is important to start from a specific problem and figure
out what questions data scientists want answered before
trying to analyze any of their data. Focusing first on tools
and techniques can help you understand what can be done
with your data, but ther e may be too many options to
choose from due to the diversity of available and applica-
ble techniques. Worse, if data scientists learn techniques
before solving concrete problems, they will be tempted to
use those techniques everywhere, even if thetechniques
are not going to help them solve the right problem.

74Understand the Nuances
0Just because the math is
r i g bafd ore of the survey respondents [P307]. 6 Wh e n
comes to
importance of questioning the data itself, looking for un-
knowns, nulls, and blanks where the real data hides is an-
other popular advice on the list.

Respondents spoke of getting their hands dirty and
learning how to recognize biased or sketchy data. They
worried that newcomers would presume the instrumenta-
tion code that gathered the data was correct, or that the
data pipeline was lossless or eliminated noise already.
They emphasized the i
assumptions. Playing with small or toy data sets was re-
orted to be helpful for coming up with hypotheses and
gaining insights. Some suggested that one could develop
an analysis on a sample data set and then analogically ap-
ply the same process to one's real data. Mst respondents
used words 1|ike depm Stratind theia in-d
ﬂ';*\ntsiéal inte%e%t' it &&o?ativé Qmalysign Qctivi |e%.tA§ the
same time, many respondents stressed thatnewcomers
must focus on realdata sets andmeaningfulproblems.

of

d a t arespondeduascther fP69]. ihe n g ,

) It's hard to get a feel for data science if you are not working

on something where yoetaally care about the resulf47]

Respondents said it is important to understand the data
and how it was collected:

goalsi they are tools to improve decisions that have monetary

benefit. Once the problem is crisply defined in business ded%ionlnterpreting [data] without knowing why itooks like it does

terms, if focusses efforPq10]

will most likely lead you into a wrong direction. [P577]

) Telemetry rquirements should be part of specs. Success met-

rics should be defined before designing a prode8@4]

This emphasis on specifying goals is also reflected this
popular advice: choose the right business goals, needs, and

They warned against overreliance on aggregate met-
ricsfi to gain real insight, you must go one level deeper.
More practically, if you can understand the context in
which the data was collected and the rationale by which

9
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the pipeline was designed, you can more easily detect the grams), measuring confidence intervals, and measuring in-
nuances crucial to proper understanding of the data. ter-rater agreement. Data scientists also build intuition by
plotting data using visualization tools or spot checking.
Polymaths more frequently discussthe importance of per-
forming statistical tests and measuring inter -rater agree-
ment than the rest (16% vs. 6%).

8 HOWDODATACI ENTIEBNBSUREHE
QUAL I TRHTHE | WOR KR

Despite the rising importance of data science work in the

software industry and at Microsoft, respondents perceived Dogfood Simulation. One unique aspect of software
that validation is a mgjor challenge and the current valida-  oriented data science work is that, because input datais of-
tion methods can be improved. ten collected from instrumented software, data scientists

. ' ' . can create new data through simulation. This idea of sce-
) 6There is no betnwgtakealookadt thefimputiamblbased testing involves logging your own behavior,
and review in a group [P1d7]i d erdaing Eovresgofidihg gtdurkd ariitte Paddvalitladir - tHe

results simulated through the same data collection and
This problem of validation is frequently mentioned by  analysis pipeline.

Data Evangelists than the rest (21% ofData Evangelists vs.

8% of the rest) They emphasize that there is no perfect ) 01 wi l Il reproduce the cases
method for validation currently (24% of Data Evangelists ¢ heck i f the resul {P384s correc
vs. 11% of the rest).In the rest of this section, we discuss

the validation technique that are currently used by data Data scientists collect data through live, on-line moni-
scientists. toring and apply their analysis on these data. By leverag-

ing this feedback loop of intentional data creation and
Cross Validation is Multi -Dimensional . Developers analysis of collected data, data scientists test and cross
use multiple data sources to triangulate their results and ~ check their analysis. This idea of is more frequently men-
perform a held -out comparison with respect to different  tioned by the Data Preparers than the rest (10% vs. 3%).
sources of data, other competition data sets, or bench-
marked or curated data in the warehouse. Data scientists Type and Schema Checking. To ensure data quality
compare their analysis results againg historical data or and integrity, data scientists often check their format, type
previously published data to see whether their new results ~ @nd schema to seewhether individual fields are well-de-
fit within the boundary of historical norm and baseline. fined. Some even write scripts to verify a metadata and
whether table columns are well defined. This type check-
) 0Cross reference between rfgfaphelpihedata sgigniisis o gnswethat datagrgglegne s
drill down on discrepancies, Drill down on interesting olger and not corrupted with malformed inputs.
tions andP1gB3htt erns. ¢
Repeatability. To increaseconfidence in the correctness
Another dimension of cross validation is having other ~ Of results when processing and ingesting data, data scien-
team members or peers to validate their analysis, similar ~ tists repeat the same procedure multiple times to replicate
to peer code review. However, because data scientists of- the same results. In other words, their analysis is often it-
ten work as an external con §rativeby patures ang they gepup the gamey apalysis ant i o
problems, it is extremely important to have subject matter Multiple data p oints.

experts and stakeholders to be directly involved in the val-
idation. Check Implicit Constraints. Data scientists often check

implicit constraints , like asserions in software testing.

) Code reviewand logic review with other team members. Such constraints are not about single data points, but ra-
Presentations and requestinegtiback on result®18] ther how the subgroups of data relate to other subgroups.

) ol f 20% of customers downl oa
80% of our license keys are activated from that channel, either
we have a data gl it chunderstandi s e
and need to di ¢P63%beeper to exp

Data scientists alsocompare analysis results against hu-
man-labelled ground truth , and this need of having human
labelled ground truth is mentioned more frequently by
Data Shapers than the rest (16% vs. 4%).

) We acquire and use evaluation data labeled by humans. | 8soL! MI TATI ONS
compare against open datets [P758] Drawing general conclusions from empirical studies in
software engineering is difficult because any process de-
Check DataDistribution . To build int uition about data, pends on a potentially large number of relevant context
data scientistsexplore and understand the underlying dis-  variables [21]. Since our survey was conducted within a
tribution s by computing descriptive statistics (e.g., histo-  single company, we cannot assume that the results will
generalize outside of the company.
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However, the survey respondents came from eight dif-
ferent organizations, each working on different kinds of
products ranging from operating systems, databases,
cloud software, software tools, to productivity software.
There is nothing specific or different in the study that pre-
vents replication at other companies or in the open source
domain. Replicating our study in di fferent organizational
contexts will help generalize its results and build an em-
pirical body of knowledge. To facilitate replication, our
survey is available as a technical report[7].

We believe that the nature of data science work in this
context is meaningful for others, given the scaleof the com-
pany in terms of company size, project size, and range of
products. Some of the challenges, best practices, and ad-
vice that we discussed in this paper might be less applica-
ble to small companies [22], which deal with data on a
smaller scale. For example, we expect that employees in
small companies (or projects) will need to communicate
with fewer people to understand the meaning of a piece of
data. In many cases, the person who analyzes the data will
be the same person who collected the datafi similar to the
Polymathrole that we identified. We expect that small com-
panies have more people with broad knowledge of dat a
science, while large companies will benefit from having ex-
perts in a specific field of data science such asdata plat-
forms, data analysis, or prediction models .

The survey operated on a selfselection principle, which
means that participation in the survey was voluntary. Re-
sults might be biased towards people who are more likely
to answer the survey, such as employees with extra spare
time. Avoiding the self -selection principle is impossible.
For example, a sponsorship or an encauragement from the
senior company leaders might increase participation, it
would not have eliminated any potential bias. As pointed
out by Singer and Vinson, the decision of responders to
participate o0could be wundul
ofpossible benefits or reprisals
[23]. We do not expect any systematic difference in the re-
sponses. Non-respondents will likely mention working
styles, tasks, challenges, advice, and strategies for quality
control that are similar to the data scientists that responded
to our survey.

10 REL AT BNIORK

Data Science has become popular over the past few
years as conpanies have recognized the value of data, ei-
ther in data products, to optimize operations or to support
decision making. Not only did Davenport and Patil [24]
proclaim that data scientistswoul d be a pbhaof
t he 21st mang authars have published data sci-
ence books based on their own experiences gee books by
O 6 Nlleand Schutt [25], Foreman [26], or May [27]). Patil
summarized strategies to hire and build effective data sci-
ence teams based on his experience in building the data
science team at LinkedIn [1].
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101 Empirical Studies of
We found a small number of studies that focused on how
data scientists work inside a company. Fisher et al. inter-
viewed sixteen data analysts at Microsoft working with
large datasets, with the goal of identifying pain points
from a tooling per spective [3]. They uncovered tooling
challengeslike data integration, cost estimation problems
for cloud computing, difficulties with shaping data to the
computing platfor m, and the need for fast iteration on the
analysis. The results on the challenges that data analytics
developers face in ensuring correctness (Section 6) are
complementary to their investigation on tooling pain
points. However, their study is limited to only sixteen data
scientists and does not provide large-scale, gquantitative
perspectives on tool usage.

Kandel et al. conducted interviews with 35 enterprise
analysts in healthcare, retail, marketing, and finance [4].
Their study focuses on recurring pain points, challenges,
and barriers for adopting visual analytics tools. They study
general business intelligence analysts, as opposed to data
scientists in software teams. Our study is done at a much
larger scale, with 700+ data scientists, as opposed to 35 en-
terprise analysts. Regarding the challenges that data scien-
tists face, both studies mention data quality issues, data
availability issues, and data comprehension issues

102 Th®ol es of Data Sci

In a survey, Harris et al. asked 250+ data science practi-
tioners how they viewed their skills, careers, and experi-
ences with prospective employers [6]. Based on the re-
spondentsd  sranked skills and the extent that they self-
identify with a varie ty of professional categories, the au-
thors clustered the survey respondents into four roles: Data
Businesspeople, Data Creatives, Data DevelopatsPata Re-
searchersThey also observed evidence for sec al | e d
shppefdGedata BgieRnti ptpceph
with deptly in ;sinale skilbagga.t he deci si oné

While both our work and Harris et al. use a survey
based research method, the focus is differenfi our work
focuseson data scientists in software development, while
Harris et al. focus on general business intelligence analysts
recruited from meet up groups. Harris et al.0 survey is also
limited to two dimensions only: (1) skill sets and (2) the
extent they agreed with various professional categories,
e.g., o0l think of ©w suevéyfsupplementgsn
Harris et al .0 survey with tool usage, challenges, best prac-
tices, and time spent on different activities. We also cluster
data scientist based on time spent for each category of ac-
tivities, as opposed to skill sets used in Harris et al. There-
fere, sur res clustering (Section 5) provide s another com-
plementary angle in classifying the population of data sci-
entists. We discover a new category of data scientists
caledomoonl i ghtersdé6 who have
analysis as a part of their other engineering roles; this new
category of moonlighters would not have been found un-
less the time spent for non-data science related activitiesis
considered for clustering.

In our own prior work [5], we interviewed sixteen data
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TABLEZ COMPARI SON @&F FFERANFES [D¥FTSCI ENTILSTS

THIS PAPER KiMET AL. 2016 [5] HARRIS ET AL. 2013[6]
Generalists Polymath Pol ymath, odescribe Data Creatives, o0da
6do it alld o often tackle the entire soup-to-nuts ana-
|l ytics process on t
Specialists Data Preparer
Data Shaper
Data Analyzer I nsight Provider, 0
ate insights and to support and guide
their managers in d
Platform Builder Pl atform Builder, o0 Data Devel oper , omthpee
forms used across s technical problem o
Model Il ing Specialis
act as expert consultants and build pre-
dictive model sbo
Data Researcher, pe
demic training in the use of data to under-
stand compl ex proce
Manager Data Evangelist Team Leader, oOsenio Data Businesspeopl e
run their own dat a most focused on the organization and
as data science 6ev how data projects vy
Insight Actor
Moonlighter ~ 50% Moonlighter

20% Moonlighter

scientists across several product groups at Microsoft and
identified five working styles: Insight Provider, Modeling
Specialists, Platform Builder, Polymatand Team Leadeas
well as the corresponding strategies for increasing impact
and actionability. This identification of five working styles
was done qualitatively. In this paper, we cluster data sci-
entists based onself-reported time spent for various activ-
ities, and we identify five additional groups: Data Preparer,
Data ShaperFifty-percentMoonlighter, and Twenty-percent
Moonlighteras well as thelnsight Actor.In addition to char-
acterizing data scientists in terms of time spent for various
activities, we also contrast different clusters of data scien-
tist in terms of problem topics, tool usage, challenges, etc.
The challenges identified in our study could guide t he de-
velopment of new analytics tools that data scientists need.

Table 2 maps between the four types of data scientists
identified by Harris et al. [6], the five working styles iden-
tified in Kim et al. [5] and the nine clusters of data scientists
found from our large-scale survey. We can further group
into four categories of data scientists: generalistsvith broad
knowledge of data science, specialistsvho are experts in a
specific field of data science (data preparation, data shap-
ing, data analysis, prediction models, and data platforms),
managerswho run data science teams and evangelize data
science, andmoonlighterswho have adopted data analysis
work as a part of other job roles.

103 Software Analytics
Begel and Zimmermann conduct surveys on the questions

that software engineers would like data scientists to inves-
tigate about software and rate the resulting 145 questions
in terms of importance [28]. The top 10 questions identified
by Begel and Zimmermann like 0 how do
my appl iamdatwvhan?parts of a
used and
being worked on by data scientists in practice. Our results
on problem topics (Section4.1) indicate that customer be-
havior and user engagementanalysis is one of the top five
categories of problems that data scientists work on.
Software Analytics is a subfield of analyticswith the fo-
cus on software dataSoftware data can take many forms
like source code, changes, bug reports, codeeviews, exe-
cution data, user feedback, and telemetry information.
Software analytics has been the dedicated topic of tutorials
and panels at thelnternational Conference on Software En-
gineering [29, 30] as well as special issues of IEEE Software
(July 2013 and September 2013). Zhangt al. [31] empha-
sized the trinity of software analytics in the form of three
research topics (development process, systemand users)
as well as three techndogy pillars (information visualiza-
tion, analysis algorithms, and large-scale computing). Buse
and Zimmermann argued for a dedicated data science role
in software projects [32] and presented an empirical survey
with software professionals on guidelines for analytics in
software development [33]. None of this work has focused
on the characterization of data scientists on software
teams, which is one o the contributions of this paper.

users
sof i
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11 CoNCcLUSI ON

For this paper, we conducted a survey with over seven
hundred professional data scientists at Microsoft. Our sur-
vey had a comprehensive look at the educational back-
ground of data scientists, activities and tim e spent, tool us-
age, challengesthat they face, and the best practices to
overcome the challenges.

Our study finds that data scientist is a new emerging
role in software teamsii only 38% respondents are part of
the data science discipline, and the restwere initially hired
as other engineering roles and have taken the new respon-
sibility of analyzing data as a part of their work. We named
this new category of data scientist as moonlighters Due to
this transition al nature of their responsibility, many re-
spondents stressed the importance of formal training, in-
cluding coursework, shared knowledge repositories, and
mentoring.

What makes data scienceunique in software develop-
ment is that there is heavy emphasis on understanding
customer and user behavior through automated instru-
mentation and monitoring . Another trend to note is that
data science is being used as an introspective tool for as-
sessing t he awn predaciivityaahdi softwére
quality . We also note that many data scientists comewith
strong proficiency in main stream programming languages
like C, C++, and C# as well asbig data analytics platform s
like SCOPE since the scale of data isso huge that the ana-
lytics work cannot be done using Excel or R-like tools
alone. This emphasis on engineering scalability differs
from traditional business enterprise analysts who rely on
desktop analysis tools like Excel or Office BlI.

Respondents spenta significant portion of their time on
qguerying databases, building instrumentation platforms,
manipulating data, and analyzing data with s tatistics and
machine learning. During these activities, they face the
challenges of poor data quality, missing or delayed data,
or needing to shape the data to fit the diverse set of tools
that they have to work with. To overcome these challenges,
data scientists suggestconsolidating heterogeneous tool
suites and creating data standards for instrumentation .

Our study also finds that validationis a major challenge
in data science and currently there are no good methods
for ensuring correctness. For data scientists to increase con-
fidence about the correctness oftheir work, there must be
more structured tool support for peer review, cross valida-
tion, automated dogfood simulation, and checking implicit
constraints and schema

There are severalresearchopportunities to further sup-
port data scientists.

1 We observed diverse set of characteristics of data scien-
tists with respect to activities, skill sets, and tool usage.
We believe that the different types of data scientists on
software teams have their own set of requirements for
tool support. For example, a Moonlighter data scientist
will need different tools than a Polymath.

1 The heterogeneity of diverse tools and data standards
makes it hard to reuse work across teams. It is hecessary

IN SUBMISSION TO IEEE TRANSACTIONS ON SOFTWARE ENGINEERING

to centralize data and to have standardized nomencla-
ture and to develop software process#sat account for the
new role of data sciencein software projects.

9 Tools to support reuseof data sciencework in software
teams are an inportant research direction as well since
many data scientists are transitioning from traditional
engineering roles and they need formal training, shared
knowledge repositories and mentoring.

1 Validation is a major challenge in data science work and
automated tool support is needed for cross-validation,
debugging, and dogfood simulation. Debugging data-
driven software is very challenging because it often in-
volves tracking data across multiple steps in the data
pipeline and talking to many people. Data scienti sts can-
not assume that existing instrumentation code is correct
or already collected data is clean.They are often the con-
sumers of poor quality data. Tools supporting data sci-
entistswithi denti fying
very helpful to data scientists.

We hope that this paper will inspire research in these
directions. With the rising number of data scientists, more
research is needed tosupport the work of data scientists in
software teams. To facilitate replicati on of this work, we
provide the text of the survey as a technical report[7].
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DEMOGRAPHIC

KILLS

TooLs

Polymath

-Popul aDafa&aencéE mp | oy e ¢ - Bayesian Monte Carlo Statistics: 26% vs. 17% - Python: 33% vs. 20%

37% vs. 24%
- PhD degree: 31% vs. 19%
®Years at Microsoft: 6.3yr vs. 7.5r

- Big Distributed Data: 60% vs. 48%
®Business: 35% vs. 45%

- Graphical Models: 24% vs. 15%

- Machine Learning: 62% vs. 47%
- Science: 46% vs. 35%

- Spatial Statistics:13% vs. 8%

- Scope:59% vs. 44%

Data Evangelist

= Individual contributor : 37% vs. 22%
- Year at Microsoft: 8.6yr vs. 6.9r

- Year of data analysis 11.9yr vs. 9.§r

- Business: 65% vs. 38%
- Product Development: 61% vs. 43%
® Structured Data: 55% vs. 71%

®SQL: 57% vs. 71%
- Office BI: 49% vs. 33%

Data Preparer
®Individual Contributor: 14% vs. 26%
®Bachel or s

Degree:

®Algorithm s; 38% vs. 50%
- Structured Data: 86% vs. 63%

- SQL: 85% vs. 65%
- Office BI: 45% vs. 33%

Data Shaper

- PhD degree: 54% vs. 21%

- Master® degree: 88%vs. 61%
®Years at Microsoft: 4.1yr vs. 7.3/r

- Algorithms: 71% vs. 46%

®Business: 13% vs. 43%

®Front End Programming: 13% vs. 34%
- Machine Learning: 92% vs. 49%

- Optimization: 42% vs. 19%

®Product Development: 13% vs 47%

® Structured Data: 46%vs. 69%

- MATLAB: 30% vs. 5%
- Python: 48% vs. 22%
®Excel:57% vs. 84%

® Office.Bl: 9%vs. 37%
- TLC: 35%uvs. 11%

Data Analyzer

-Popul aDafa&aencéE mp | oy e ¢

64% vs. 26%
- Master's degree:82% vs. 61%

®Professional experience: 8.4yr vs. 14.3yr

®Years at Microsoft: 3.7yr vs. 7.4r

- Bayesian Monte Carlo Statistics: 42% vs. 18%

- Classical Statistics: 76%vs. 47%

- Data Manipulation: 82% vs. 54%
®Front End Programming: 12% vs. 34%
- Math: 66%vs 47%

®Product Development: 27% vs. 46%

- R:64% vs. 3%
® Office.Bl: 15% vs. 37%

Platform Builder

®Popul aDaia8aencéE mp |l oy e

4% vs. 29%
®PhD degree: 0% vs. 23%
®Years of data analysis:5.4yr vs. 10.2yr

- Back End Programming: 70% vs. 36%
- Big and Distributed Data: 81% vs. 50%
®Classical Statistics: 30% vs. 50%

- Front End Programming: 63% vs. 31%

- SQL:89% vs. 68%

- C/C++/C# :70% vs. 45%

Fifty -percent Moonlighter

®Popul aDaia8aencéE mp |l oy e

3% vs. 31%
®PhD degree: 10% vs. 24%

- Professional experience: 16yr vs. 13.6yr

- Years at Microsoft: 8.6yr vs. 7.0yr

®Bayesian Monte Carlo Statistics:8% vs. 21%

®Unstructured Data: 17% vs. 36%

®Python: 11% vs. 25%
®Sampe: 33% vs. 50%
®TLC: 3%vs. 13%

Twenty -percent Moonlighter

®Popul aDaia8aencéE mp |l oy e

3% vs. 30%
®PhD degree: 6% vs 23%

- Professional experience: 17yr vs. 13.7yr

- Years at Microsoft: 10.8yr vs. 6.9yr

®Data Manipulation: 34% vs. 57%
- Product Development: 66% vs. 44%
®Temporal Statistics: 16% vs. 35%

®R:16% vs. 42%
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