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ABSTRACT
Software developers make programming mistakes that cause
serious bugs for their customers. Existing work to detect
problematic software focuses mainly on post hoc identifica-
tion of correlations between bug fixes and code. We propose
a new approach to address this problem — detect when soft-
ware developers are experiencing difficulty while they work
on their programming tasks, and stop them before they can
introduce bugs into the code.
In this paper, we investigate a novel approach to classify

the difficulty of code comprehension tasks using data from
psycho-physiological sensors. We present the results of a
study we conducted with 15 professional programmers to
see how well an eye-tracker, an electrodermal activity sen-
sor, and an electroencephalography sensor could be used to
predict whether developers would find a task to be difficult.
We can predict nominal task difficulty (easy/difficult) for
a new developer with 64.99% precision and 64.58% recall,
and for a new task with 84.38% precision and 69.79% recall.
We can improve the Naive Bayes classifier’s performance if
we trained it on just the eye-tracking data over the entire
dataset, or by using a sliding window data collection schema
with a 55 second time window. Our work brings the commu-
nity closer to a viable and reliable measure of task difficulty
that could power the next generation of programming sup-
port tools.
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1. INTRODUCTION
Knowing how hard a task is as it is being performed can

help in many dimensions. For instance, the estimate for
completing a task might be revised or the likelihood of a
bug occurring in the source code changes for the task might
be predicted. Existing work to determine task difficulty
has mainly focused on already existing artifacts, such as
task descriptions, and the similarity of artifacts using ma-
chine learning classifiers. In our research, we are investigat-
ing a novel approach to determine task difficulty that uses
psycho-physiological data gathered from the developer while
he is working, such as electroencephalographic (EEG) activ-
ity along the forehead or electrodermal activity (EDA). By
using psycho-physiological sensors and collecting data while
a developer is performing a task, we present the first ap-
proach that can support an instantaneous measure of task
difficulty that does not rely on already produced artifacts or
even whether the developer is writing any code at all.
There has been extensive research in psycho-physiology

investigating how various measures can be linked to psycho-
logical states and processes (e.g., [41, 59]), but only little
work has investigated the use of such measures in software
development. Predominantly this work used eye-tracking
technology to retrospectively determine the effect on vi-
sual effort for different representations, such as differences
in identifier styles or the visual representation of require-
ments (e.g., [66, 64]). None of this work has used psycho-
physiological features of software developers to measure task
difficulty. One preliminary pilot study by Parnin [54] has ex-
plored the use of electromyography to measure sub-vocal ut-
terances and investigate them as an additional measure for
task difficulty. While Parnin found a correlation between
utterances and a developer editing code, his work looks at
only a single psycho-physiological feature, ignoring the po-
tential to look for instantaneous, or more general measures
of psycho-physiological features corresponding to task diffi-
culty.
In this paper, we investigate whether we can use psycho-

physiological measurements to determine whether a code
comprehension task is perceived as easy or difficult. In par-
ticular, we ask the following questions:
(RQ1) Can we acquire psycho-physiological measures from

eye-tracking, EDA and EEG sensors to accurately
predict whether a task is difficult or easy?

(RQ2) Which combination of psycho-physiological sensors
and associated features best predict task difficulty?

(RQ3) Can we use psycho-physiological measures to predict
task difficulty as the developer is working?



With such a code- and quality-independent indicator for
a developer’s difficulty with a task, it may be possible to
design a set of interventions that could prevent the developer
from introducing bugs caused by cognitive difficulties, and
also provide timely support for the remainder of his task.
To answer our research questions, we conducted an ex-

ploratory study in which 15 professional software develop-
ers monitored with psycho-physiological sensors performed
six to eight tasks. We gave the developers code comprehen-
sion tasks that were small, but large enough to challenge the
subjects for a few minutes at a time. Using all of the sensor
data, we were able to train a classifier to predict whether a
developer, on which the classifier was not trained on, would
perceive the task to be easy or difficult with 64.99% pre-
cision and 64.58% recall. Using just the eye-tracking data
resulted in even greater predictive power. To create a clas-
sifier that can operate while the developer does his work, we
explored how well a sliding time window data collection ap-
proach (adjusting the size of the time window from 5 second
to 60 seconds, sliding it 5 seconds each time) could make pre-
dictions of the developer’s final assessment of task difficulty
after finishing his task. We found that combining subsets
of sensors with particular time windows could improve clas-
sifier performance when predicting a new developer’s task
difficulty and a developer-task task difficulty pair.
Our contributions are
• an exploratory study on the viability of using psycho-
physiological sensors to determine code comprehension
task difficulty;

• an approach to classify tasks by difficulty using time
intervals suitable for on-the-fly classification;

• and an investigation of which combination of psycho-
physiological sensors and measurements are most ef-
fective at predicting task difficulty.

Overall, our work provides the software engineering research
field with a new perspective on using psycho-physiological
measures to understand and support the software developer
in his activities. In the future, advances in sensor technol-
ogy and data analysis techniques should make it possible
to employ simpler, cheaper, and more accurate metrics and
develop them into programming support tools.

2. RELATED WORK
Related work can be categorized into two areas: the gen-

eral use of psycho-physiological measures to study psycho-
logical states and processes and research related to aspects of
software development using psycho-physiological measures.

2.1 Using Psycho-Physiological Measures
There is a broad range of psycho-physiological measures

that have been explored and linked to psychological, and
specifically cognitive, processes and states. All of these mea-
sures have different strengths and weaknesses with respect
to aspects such as invasiveness, sensitivity, generalizability,
interpretability and ease of collecting [41, 59]. Some of the
most commonly used measures can roughly be categorized
into eye-related, brain-related or skin-related measures.

Eye. There is a variety of eye-related measures, such
as the pupil size, fixation duration or number of saccades.
Early on, Beatty found that task-evoked pupillary response,
in particular the peak amplitude of the pupil diameter, is an
indicator for memory load or also processing load and that
it varies with task difficulty [6]. Further research on pupil

size found similar correlations, e.g., to mental workload of
subtasks [36] and cognitive load [40], and even used pupil
dilation as a measure for workload at task boundaries [4].
Others used measures of fixation and saccades, e.g., Gold-
berg et al. found that a higher number of saccades is an
indicator for a poorer interface [24], and in their overview
on eye-tracking research in HCI and usability, Jacob et al.
state that the mean fixation duration is believed to be an in-
dicator of a participant’s difficulty in extracting information
from a display [37]. Recent approaches have also used eye-
related measures to train machine learning classifiers and
predict a person’s cognitive state (e.g., [69, 21]).
While measures on pupil size, fixations and saccades are

commonly captured using an eye-tracking sensor, eye-blink
rate is better measured through electrodes placed around the
eye, i.e. Electrooculography (EOG) or by filtering certain
frequencies within Electroencephalography (EEG). Studies
on eye-blink rate have shown that it is inversely correlated
with attention or mental load, i.e. the lower the blink rate,
the higher the mental load or attention (e.g., [72, 33, 34, 5]).

Brain. With brain-related measures we refer to the record-
ing of electrical activity inside the brain or close to the sur-
face of the scalp, i.e. Electroencephalography (EEG). Stud-
ies have shown that specific frequency bands, often referred
to as alpha, beta, gamma, delta and theta, within the EEG
data can be connected to different mental states [11]. For in-
stance, several studies found that a decrease of alpha EEG
activity and often an increase in theta EEG activity was
accompanied with an increase in attentional demand and
working memory load (e.g., [71, 23, 70]). Other studies ex-
amined an EEG task engagement index defined as “beta /
(alpha + theta)”(e.g., [42, 43, 12]) based on evidence that
with increases in task engagement, theta is suppressed, al-
pha is blocked and beta increases in relative power, or they
found that the theta and delta band are sensitive to task
difficulty manipulations (e.g., [15]). As with eye-tracking
measures, researchers have also investigated using EEG data
and machine learning to predict aspects, such as the working
memory load or the cognitive task (e.g., [44, 26]).

Skin. Electrodermal activity (EDA), also known as skin
conductance (SC) or galvanic skin response (GSR), has been
closely linked with arousal, attention, emotional states, stress
and anxiety [13, 17]. Frequently, features of electrodermal
activity have been used in combination with measures such
as blood-volume pressure and respiration to classify the data
into classes or states of emotion (e.g., [55, 45]). In addition,
studies have shown that EDA measures can be used to in-
dicate cognitive load levels, task difficulty level and distin-
guish cognitive load at the workplace from stress (e.g., [68,
53, 62]). For instance, Nourbakhsh et al. have shown that
normalized frequency domains of electrodermal activity were
significant to indicate task difficulty levels for arithmetic and
reading tasks [53]. Researchers have also investigated EDA
as a real time measure, e.g., to adapt the workload of an
operator and avoid it to become too high [29] or to detect
emotions and improve the gaming experience [49].
Finally, researchers have combined various of these mea-

sures. Wilson, for instance, measured brain activity, eye
blinks, electrodermal activity and heart rate and found that
electrodermal activity measures as well as alpha and delta
bands of brain activity showed significant changes to varying
mental workload demands in flying scenarios, while the heart
rate was less sensitive [74]. Similarly, Ryu et al. combined



multiple sensors and found that a combination worked well
for distinguishing between the difficulty levels of tasks [60].
More recently, Haapalainen et al. collected data using mul-
tiple sensors, including a NeuroSky mindset for EEG, eye-
tracking and a GSR armband and compared their ability
to assess cognitive load using six elementary cognitive tasks
with varying difficulty levels each. Their results show that
electrocardiogram median absolute deviation and median
heat flux measurements were most accurate to classify be-
tween low and high cognitive load [27].
Similar to the aforementioned research, we also want to

take advantage of the psycho-physiological measures and dif-
ferentiate between difficult and easy tasks. In particular, we
are looking into a combination of sensors, similar to the ones
by Haapalainen [27]. However, we are looking at aspects of
software development and thus differ in the tasks and partic-
ipants we are studying. In particular, the tasks in our study
are more closely related to software development tasks and
the participants are professional software developers. Since
early research on reading algorithms has found differences to
reading prose [16], our study provides insights on how these
psycho-physiological measures could be used in the software
development domain.

2.2 Psycho-Physiology in SD
A few studies have investigated the use of psycho-physio-

logical measures in software development, mainly using eye-
tracking. An early study on code comprehension by Crosby et
al. used eye-tracking to study the scan patterns and strate-
gies of high and low experience developers. In their study,
they used eye fixation as a measure of attention, classified
code into 5 categories from easy to hard and found that high-
experienced developers use less time on comments and more
time on complex statements than low experienced develop-
ers [16]. More recent studies by Bednarik et al. also ana-
lyzed differences in strategies for less and more experienced
developers in program comprehension and debugging [8, 9].
Using eye-tracking technology, researchers have also stud-

ied the effect of different representations in software develop-
ment on the visual effort. For instance, Sharif et al. looked
at the effect of identifier naming conventions—camelCase
and under_score—in code comprehension and found that
the accuracy in answers stays the same but time and vi-
sual effort decreases [66]. While Sharafi et al. also looked
at memorability of identifier styles they examined the im-
pact of gender on source code reading and found different
comprehension strategies in male and female subjects using
eye-tracking [63]. Studies have also looked at differences in
other representations, such as graphical and textual repre-
sentations of code variables [52], requirements [64] as well as
the representation and layout of design patterns [67, 57].
To study the link between code reviews and defect de-

tection, researchers have also examined the time developers
spend scanning code by summarizing fixation durations over
specific areas of interest and counting the number of fixa-
tions. Thereby, they found that a longer scan time correlates
significantly with a better defect detection [73, 65].
All of these approaches examine software engineering as-

pects, however, they are limited to eye-related features. Khan
et al. have looked into another psycho-physiological aspect
and its link to performance by investigating how the mood
of developers affects debugging and programming [38, 39].
In these studies, different moods were induced by showing

developers video clips and then the developers’ performance
was measured. None of this research has investigated the
use of psycho-physiological measures for determining task
difficulty. Closest to our work is a preliminary pilot study
by Parnin, who has explored the use of electromyography
to measure sub-vocal utterances [54]. From early results, he
found that such a measure might be used to determine the
difficulty of a programming task. While these initial results
indicate the potential of these measures, this paper goes fur-
ther in investigating multiple psycho-physiological measures
and their relation to task difficulty in a study with fifteen
professional software developers.

3. EXPERIMENT
We conducted a lab experiment with 15 professional soft-

ware developers. Each subject performed eight code com-
prehension tasks as we recorded various psycho-physiological
and subjective measurements1.

3.1 Subjects
Subjects were recruited from a pool of professional soft-

ware developers who lived in the greater Seattle, WA area
and had registered their interest in participating in user
studies at Microsoft. A screening questionnaire selected 20
of these candidates who had at least 2 years of software de-
velopment experience, knew how to program in C# (and
had done so in the last year), did not need to wear bifo-
cal or trifocal glasses (they interfere with the eye-tracker),
and were available to come to our lab. Five of the 20 se-
lected subjects did not show up. Those that completed the
1.5 hour experiment were remunerated with a single license
for their choice of Microsoft consumer software (a standard
payment for Microsoft user study participants). Fourteen of
the subjects were male and one was female. Subjects ranged
in age from 27 to 60 years of age (mean 41.6, stdev 8.2).

3.2 Data Capture
We recorded study data using three psycho-physiological

sensors: eye-tracking, EDA, and EEG. We also recorded
the subject’s think aloud narrative, recorded a video of the
experiment, and recorded a screen capture. The subjects
filled out a pre-questionnaire, a written NASA TLX sur-
vey [32] after completing each experimental task, and a post-
questionnaire after the entire experiment that asked them to
rank each of the tasks by relative perceived difficulty. The
experiment administrator also took hand-written notes.
Eye-tracking has been used to assess task difficulty and

cognitive and mental load [40, 36, 1, 15]. We used a Tobii
TX300 eye-tracker using a 300 Hz tracking frequency to col-
lect gaze location information, fixation and saccade count
and duration and pupil diameter. The eye-tracker has an
accuracy of 0.4° of visual angle, which is equivalent to 13
pixels on its built-in 96 dpi 1920 x 1080 23-inch monitor.
We applied Tobii Studio’s built-in I-VT fixation filter with
default parameters in order to classify eye movements based
on the velocity of shifts in the eyes’ directions. To avoid gaze
inaccuracy, we directed the tool and our subsequent analysis
to record and analyze data only from the subject’s dominant
eye (determined as part of our experimental procedure).

1A replication package of the experiment is available via
http://research.microsoft.com/apps/pubs/?id=209878



Electrodermal activity (EDA) is an oft-used sensor to
detect arousal, particularly cognitively-determined arousal
[13]. To measure EDA, we used an Affectiva Q Sensor
2.0 [56] worn on the wrist of the subject’s non-dominant
(and non-mouse-holding) hand. The Q Sensor samples at
a rate of 8 Hz, simultaneously measuring skin temperature
along with three-axis acceleration data. Data is stored on
the device itself, and streamed via Bluetooth to a recording
computer.
Electroencephalography (EEG) refers to the measurement

of the brain’s electrical activity that arises from neuronal fir-
ing [2]. It is used in a variety of fields, such as neurology
and Brain-Computer Interface (BCI) research. There are a
variety of devices that record multi-channel EEG signals us-
ing sensors attached with gel to various points on a subject’s
head. To make our experiment less invasive (and minimize
cleanup), we decided to use an off-the-shelf NeuroSky Mind-
Band EEG sensor. It is a one-channel, noise-canceling, dry
sensor that records the EEG signal at 512 Hz from a single
location on the subject’s forehead (reading signals mainly
from the pre-frontal cortex). The MindBand produces a sin-
gle, pre-filtered, time-varying voltage signal, as well as two
computed signals, Attention and Meditation, correspond-
ing to paying attention and feeling calm and centered [51].
While these are both produced by proprietary (read: trade
secret) algorithms, the signals are always available from the
entire family of NeuroSky sensors.
Audio/video capture of the experiment was done with two

60 fps cameras, one pointed straight at the subject from
the screen (like a webcam) and the other above the subject
aimed at the screen and keyboard. The Tobii Studio v3.0
software that was used to run the eye-tracker also recorded
the full resolution screen at 60 Hz and added a “follow-the-
bouncing-ball” visualization on top of the recording to visu-
alize the subject’s gaze location.
We attempted to use all of the psycho-physiological sen-

sors to record psycho-physiological data for all of our tasks.
After refining our procedures with a two person pre-pilot, we
were able to successfully capture the complete set of sensor
signals for 12 of our 15 participants. We got eye-tracking
data for everyone, EEG data for 13 out of 15 participants,
and EDA data for 12 out of 15 participants. Two partici-
pants failed to produce a valid EEG signal; coincidentally,
they failed to produce a measurable EDA signal as well.
Another participant’s EEG data was lost during capture.

3.3 Experimental Tasks
Subjects were asked to perform short (several minutes)

code comprehension tasks. In two pre-pilots, we had asked
subjects to perform more complex 15-30 minute tasks involv-
ing code comprehension and mental code execution, but we
found it difficult to scale our characterization of our sub-
ject’s activities to a granularity of tens of milliseconds for
such a long period of time. We eventually designed smaller,
shorter tasks, though still limited to code comprehension
and mental execution. While these are much simpler than
the tasks of many software professionals, we believe that
this starting point helps us identify the big picture answers
to our research questions, and leaves more details to future
experiments.
Each subject was asked to work on ten tasks: two prac-

tice questions and eight which were measured. During each
task, they were asked to read a short passage of C# code

presented on a single screen in the Visual Studio 2012 IDE.
Syntax highlighting was enabled, there were no code com-
ments, and they never executed the code.
There were two kinds of programs. The first created two

Rectangle objects, assigned the coordinates of the corners,
and “drew” them on the screen. A printed question un-
derneath the program asked the subjects whether the two
rectangles overlapped (yes or no). The second program cre-
ated four shape objects (choosing among Circles, Squares,
Rectangles, and Triangles), and then “drew” them in some
order on the screen. A printed multiple-choice question un-
derneath the program asked subjects to tell us which three
shapes were drawn on the screen last, and the order they
were drawn in from five possible answers.
We used three instances of the first program in the ex-

periment. The practice version of this program was used
solely to familiarize the subject with the task. One experi-
mental instance was identical to the practice version except
for the use of local variables of non-mnemonic single let-
ters. In contrast, the other experimental instance random-
ized and interleaved assignments of the corner coordinates
for both rectangles. This program was designed to stress
the subjects’ abilities in spatial relations (deciding whether
the two rectangles overlapped) and visual object grouping
(interleaving the Rectangle initialization statements) and
working memory (randomizing the order of the assignments
prevents chunking each Rectangle’s assignment sequence to-
gether, and fills up working memory to a greater amount).
There were seven instances of the second program. They

differed in
(a) the order between initialization and drawing each shape

(e.g. creating a shape and then drawing it, or creating
all shapes and then drawing them in randomized order),

(b) the variable names (mnemonic vs generic) to impact
subjects’ working memory by interfering with their abil-
ity to remember the mapping between variable name
and its shape,

(c) using an array to group the shapes and then looping
over the array,

(d) making the loop construct mathematically more com-
plex to stress the working memory (for remembering
the order of shapes) and their mathematical skills,

(e) calling a separate function to swap the order,
(f) including a double-nested question-mark-colon condi-

tional operator to engage the subject’s mathematical
and working memory abilities (comparing variables to
constants).

Each of the tasks was designed to take subjects between
2 and 5 minutes to finish. Subjects could see both the code
and the question on screen at the same time, and never
needed to scroll. In fact, we directed the subjects to keep
their hands still on the table to avoid affecting the EDA
sensor through wrist motion.

3.4 Experimental Procedure
1 When each subject first entered the lab, he was asked

to fill out a consent form and a pre-questionnaire requesting
demographic information. 2 We synced the internal clock
of the EDA sensor to the time on the eye-tracking com-
puter and then placed it on the wrist of the subject’s non-
dominant hand (the hand that does not use the mouse).
3 We then connected the EDA sensor via Bluetooth to



the data recording computer and checked the live display to
verify that a signal was being received. Since the EDA sen-
sor works by detecting the electrical conductivity across the
wrist, it sometimes fails to work if the subject has no sweat.
For those few subjects who did not register any signal, we
asked them to do a mild physical exertion (jumping jacks
and walking up and down a flight of stairs) to cause them
to sweat a little. This sufficed for all but three subjects, so
we were unable to record their EDA signal.
During our pilot study, we had noticed that the subjects’

EDA signal kept rising monotonically as they completed
each subsequent task. This would cause an intense “learn-
ing” effect on the EDA signal, so we changed our protocol.
4 Prior to the first task, and in between each one, subjects
were asked to watch two minutes of one of four different,
calming, full screen YouTube videos of fish swimming in a
fish tank and were requested to relax their minds. This re-
laxation caused the subjects’ EDA measurements to return
to baseline after about a minute. We were then able to
use the EDA signal in the second minute of the video as a
baseline for the EDA signal in the next task.

5 Next we determined the dominant eye of the subject
so we could be sure that our subsequent analysis of the eye-
tracking gaze location data would point to the actual word
that the subject was reading. 6 Each subject was asked to
sit on non-wheeled chair in front of the eye-tracking com-
puter and shift the seat around until their head stayed in
an imaginary box about 50–75cm in front of the center of
the screen. No chin rest or mouth guard was required. A
peripheral display on a second computer enabled the exper-
imenter to notice if the subject moved too far out of range
(> 37 cm side to side and/or > 17 cm up and down) and
ask him to move back into range before continuing.
The subjects were then shown the practice tasks in Visual

Studio 2012, and the font size was adjusted, if requested by
the subject. We asked them to think aloud while doing the
task, and to tell us the answer out loud rather than typing
it into the computer. We turned on the audio and video
recording and helped them put the MindBand EEG sensor
on their head. We then verified the MindBand’s Bluetooth
connection to the recording computer. Two of the subjects
whose EDA signals were undetectable also exhibited prob-
lems with the MindBand, thus we were not able to record
their MindBand either. We then calibrated the subjects’ eye
gaze using Tobii Studio’s 9-point calibration program. We
recalibrated any points that showed too much error. Finally,
we began the experiment.

7 The subjects were asked to watch the first fish tank
video and 8 start their first task. 9 After each task, the
subjects were given a paper-based NASA TLX survey instru-
ment [32] to fill out that asked them to first rate the task
from 1 – 20 along six dimensions: mental demand, physical
demand, temporal demand, performance, effort, and frus-
tration, and then compare each dimension with one another
to determine the rank order of their importance. 10 After-
ward, they watched the next two-minute fish tank video and
continued to the next task. 11 Once the subjects finished
their last task and NASA TLX survey, we removed all of the
psycho-physiological sensors, and turned off the recordings.
12 Finally, we had them fill out a post-test questionnaire
where they ranked the tasks they did according to the their
own hind-sight perception of the tasks’ difficulty. Subjects

were able to go back and refamiliarize themselves with the
task codes before ranking them.

3.5 Experimental Conditions
Every subject was expected to complete all ten tasks; first

the two practice problems and then the eight experimental
tasks. To combat any kind of learning effects caused by ex-
perience with the tasks, we counter-balanced the task order
so that each subject took them in a different order. On aver-
age, it took the subjects 1:49 minutes (SD 1:37 minutes) to
complete a task. The fastest subject completed one task of
the second kind in 9 seconds. The slowest subject completed
one task in 8:29 minutes, also of the second kind. Overall,
each subject took about 1.5 hours to complete the entire
experiment.
Some subjects failed to complete all the tasks before they

had to leave. Two missed the final task, and one missed
the last two tasks. Fortunately, we had no measurement
difficulties with these three subjects.

4. DATA ANALYSIS
We collected psycho-physiological measurements for a to-

tal of 116 tasks. We present an overview of each sensor’s
measurements along with their related cognitive effects in
Table 1. A detailed list of every measurement we used from
the sensors is in Table 2.
For each subject’s tasks, we also collected the completion

time, the NASA TLX score, whether their answer was cor-
rect, and the difficulty rank they gave that task at the end
of the study. We used the video recordings and the think-
aloud protocols to fix any inadvertent mistakes we made
during data analysis, which we describe next.

4.1 Data Cleaning and Transformation
Biometric data is notoriously noisy and contains large

amounts of invalid data that must be cleaned before it can
be analyzed.

Eye-Tracker. First, for each data point produced by
the eye-tracker, an indication of the validity of the pupil
size measurement enabled us to remove the invalid ones.
Second, we noticed that the first pupil size measurement of
each fixation occurring after a blink was suspiciously larger
than the subsequent one (measured just 3.3 ms later). We
learned that when your eyes close, even for a short time,
the darkness causes your pupils to open just a little bit. To
eliminate this artifact, we ended up eliding each of the first
pupil size measurements after a blink.
Next, we compared the distribution of pupil sizes between

subjects. We discovered that while each subject’s pupil size
distribution was Gaussian, the range of pupil sizes was very
different. Consequently, to make subjects easier to compare,
we standardized the pupil size measurement within partici-
pants by subtracting the mean from each value and dividing
the difference by the standard deviation.
Pupil size tends to increase up to 0.5 mm under cogni-

tive load, especially when reading difficult material. To find
these events, we use a Matlab-based peak finding algorithm
to count the number of peaks in the pupil size signal where
the pupil size increased at least 0.1, 0.2, and 0.4 mm above
its baseline. The baseline is calculated from the minimum
and maximum pupil sizes gathered during each task as well
as the prior one minute during the fish tank video.



Table 1: Overview of psycho-physiological measurements and the effects related to them in literature.
Measure Previously found effect
Eyetracking
Pupil size Cognitive load [28, 40] Memory load [7]; Mental workload [36]
Saccades Mental workload while air traffic control tasks [15]; Evaluation of user interfaces [24]
Fixations Cognitive load while solving arithmetical tasks [35]; Performance during a code review [73,

65]; Effort to identify variable identifiers [65]
EEG
Eye blinks Visual attention [18]; Stress and anxiety level [20]; Classification of visual demanding tasks

during flight [74]; Mental workload while air traffic control tasks [15]; Mental workload during
arithmetic and visual tracking tasks [60]

Frequency bands Mental workload during air traffic control tasks [15]; Mental workload during arithmetic and
visual tracking task [60]; Cognitive task classification [44]; Auditory awareness [46](Alpha, Beta, Gamma,

Delta, Theta)
Ratios of frequency bands Memory load during cognitive task [26]; Task engagement index [42, 43, 12]; Car driver status

in various conditions [14]
Attention and Meditation Cognitive load [27]
EDA
Tonic Anger and fear [3]; Mood states of bipolar patients [25]; Mental workload [74]; Arousal and

engagement [48]
Phasic Anger and fear [3]; Distinguish stress from cognitive load [62]; Arousal and engagement [48]

Table 2: Psycho-physiological measurements used from each of three sensors (abbreviated) (∆ represents the
difference to the baseline).
Eyetracking (18)
NumSaccades/Min; SumSaccadeDuration/Min; {Mean, Median, Stdev}SaccadeDuration;
NumFixations/Min; SumFixationDuration/Min; {Mean, Median, Stdev}FixationDuration;
MinPupilSize; MaxPupilSize; ∆{Mean, Median, Stdev}PupilSize; ∆NumPupilSizeJumps>{0.1mm, 0.2mm, 0.4mm}
EEG (31)
{Min, Max}Attention; {Min, Max}Meditation; ∆{Mean, Stdev}Attention; ∆{Mean, Stdev}Meditation; ∆Eyeblinks/Min;
∆(α/β); ∆(α/γ); ∆(α/δ); ∆(α/θ); ∆(β/α); ∆(β/γ); ∆(β/δ); ∆(β/θ); ∆(γ/α); ∆(γ/β); ∆(γ/δ); ∆(γ/θ);
∆(δ/α); ∆(δ/β); ∆(δ/γ); ∆(δ/θ); ∆(θ/α); ∆(θ/β); ∆(θ/γ); ∆(θ/δ); ∆(θ/(α+β)); ∆(β/(α+θ))
EDA (7)
{Min, Max}PeakAmpl; ∆NumPhasicPeaks/Min; ∆MeanPhasicPeakAmpl; ∆SumPhasicPeakAmpl/Min
∆MeanSCL; ∆AUCPhasic;

People’s eyes move in small jerky movements called sac-
cades, which each take under 75 ms. Someone can only read
text when their eye fixates on a location between saccades.
We extract the number and duration of a subject’s eye sac-
cades and fixations to gain insight into how their eye motion
is impacted when reading material with various cognitive
demands. Since every subject works at their own pace, we
normalize many of our measurements by time to make them
comparable between subjects.

EDA. EDA signals consist of two parts: a low frequency
tonic signal which changes over a period of minutes, and a
higher-frequency phasic signal, which takes 1–2 seconds to
rise and 2–6 seconds to fall. The tonic component of the
EDA signal, or skin conductance level (SCL), is commonly
used as a measure of arousal. The phasic component reflects
reactions based on external stimuli [61].
To clean our EDA signal, we first subtracted the signal’s

DC component to base it at 0 µS. We found a lot of noise in
the signal from 2Hz to 4Hz, so we applied an exponential
smoothing filter (αx(t)+(1−α)x(t−1), α = 0.08). Next, we
used a 5th order, low-pass Butterworth filter set to 0.05Hz
to extract the tonic signal. Since the maximum frequency
of a phasic response is 0.33Hz (the inverse of 6 seconds),
we must extract the phasic signal at 0.66Hz (the Nyquist
sampling rate is twice the maximum frequency) to ensure we
see the entire phasic response. Fortunately, the exponential
smoothing we applied already eliminated the signal above

0.66Hz, so we were able to use a high-pass version of the
same Butterworth filter to extract the phasic signal.
The tonic SCL value must be measured relative to a recent

baseline value. We calculate it by subtracting the mean SCL
of the EDA signal while the subject watched the fish tank
video from the one measured while the subject did each task.
The literature distinguishes between spontaneous changes

in the EDA signal — called non-specific skin conductance re-
sponses (NS-SCRs) — and changes that occur after a specific
stimuli — called event-related skin conductance responses
(ER-SCRs) [2]. These changes are visible as peaks in the
phasic signal which we found with a Matlab-based peak
finder set to identify peaks with a minimum amplitude of
2 nS [22]. While NS-SCRs occur all the time, the only exter-
nal stimuli the subjects could have experienced must have
come from what they read during their program compre-
hension tasks. Thus, we can compute the likely number of
ER-SCRs by subtracting the number of peaks experienced
during the experimental task from the preceding one minute
time period while they watched the fish tank video. We also
use the peak finder to extract additional features from the
signal, including the peak amplitude, frequency, and area
under the curve (AUC) [3, 62], and normalize these by time.

EEG. The EEG sensor produces a raw signal sampled at
512Hz. We first use a Matlab-based 60Hz notch filter to re-
move signal noise caused by the overhead lights. To identify
various mental states [11], we use Matlab’s pwelch function



to compute the power spectrum distribution for each of the
five familiar brain wave frequency bands: Alpha (α) (8–12
Hz), Beta (β) (12–30 Hz), Gamma (γ) (30–80 Hz), Delta (δ)
(0–4 Hz) and Theta (θ) (4–8 Hz) [31]. Since every person has
a unique power spectrum distribution, we compute the ratio
of each band with one another in order to compare the values
between individuals. In addition, inspired by Kramer and
Lee [42, 44], we compute Beta(β)/(Alpha(α) + Theta(θ))
and Theta(θ)/(Alpha(α) +Beta(β)) as additional measures
of task difficulty.
We found an additional use for the EEG sensor. Due to

its placement on the forehead, the sensor is exquisitely sensi-
tive to the motor signals of the face, such as brow furrowing,
eyebrow motion, and blinking. Each of these motor activi-
ties produces a high amplitude, low frequency signal which
is easy to distinguish from neuronal activity. Brookings et
al. showed that a person’s blink rate decreases significantly
when tasks become more difficult [15]. Taking advantage of
a technique illustrated by Manoilov [47], we use a band-pass
Butterworth filter to filter our EEG signal from 0.5Hz to
3Hz and apply our Matlab-based peak finding algorithm to
find peaks that are over 100x stronger than the waveform’s
average amplitude. These peaks correspond to eye blinks.
We calculate the number of blinks per minute and then sub-
tract out the baseline number of blinks during the subject’s
prior viewing of the fish tank video.
Finally, we extract the pre-computed 1Hz Attention and

Meditation signals from the NeuroSky EEG sensor, and
compute the mean, median, standard deviation, minimum,
and maximum values for our analysis.

4.2 Outcome Measures
We used two outcome measures in our tasks: the NASA

Task Load Index (TLX) [32] filled out on paper after each
task, and a subjective ranking of tasks based on the subject’s
post hoc perception of their difficulty at the end of the exper-
imental session. The NASA TLX is a commonly-used sub-
jective measure for assessing cognitive load [27]. After each
task, the subject rates its difficulty on six 20-point scales:
performance (good/poor), mental demand (low/high), phys-
ical demand (low/high), temporal demand (low/high), effort
(low/high), and frustration (low/high). Each scale is defined
for the subject using Hart and Staveland’s instructions [50]
along with a discussion of their meaning with the experi-
ment administrator. After marking the six ratings, the sub-
ject then considers every possible pair of scale names, and is
instructed to circle the scale name in each pair which is more
important to his experience of workload than the other. We
compute the overall NASA TLX score to be the sum of the
products of each rating and the tally (0–5) of the number
of times it was chosen as more important, and then divided
by 15. Three of the authors computed these scores at dif-
ferent times during analysis to ensure we transcribed and
calculated them properly.
While the NASA TLX score gives us insight into the sub-

ject’s mental workload for each question, we were interested
in a measure of the subject’s summative assessment of task
difficulty. To this end, we asked each subject to rank the
ten tasks he did from easy to hard (ties were acceptable).
A few subjects wrote down additional comments to clarify
how they thought about the difficulty (e.g. “The Rectangle
tasks were difficult because I am terrible at doing spatial
relations in my head.”).

To make prediction simpler for our machine learning al-
gorithm, we nominalized the task difficulty ranking as easy
or difficult. Low ranks were changed to easy and high ranks
were labeled difficult. For scores in the middle, we looked
at each subject’s additional comments and found that in all
but two cases out of 116, subjects clearly expressed where
there was an easy/difficult gap in their perception of the
tasks’ difficulty. For the other two cases, we were able to
use the NASA TLX score to disambiguate (in favor of cor-
relation) because there the NASA TLX score was clearly
unambiguous. After nominalizing the task difficulty rank-
ing, our dataset consisted of 51 difficult and 65 easy tasks.
To validate the task difficulty ranking, we confirmed that

there was a high correlation between the task difficulty rank-
ing and the NASA TLX scores. A Spearman correlation
shows that the NASA TLX score is correlated with the sub-
jects’ task difficulty rankings (r[116] = 0.587, p < 0.01). The
NASA TLX easy/difficult boolean was also similar to the
Task Difficulty easy/difficult boolean (χ2(1, 116) = 57.954,
p < 0.01) with an accuracy of 85%.
As a final step in validating the task difficulty ranking,

we looked at the correlation between the ranking and task
completion time, since time on task is also a proxy for dif-
ficulty [27]. A Spearman correlation of r[116] = 0.724 (p <
0.01) supports this correlation, and thus our choice of task
difficulty ranking for our outcome measure.

4.3 Machine Learning
Machine learning has been shown to be a promising ap-

proach to find links between low-level data capture and high-
level phenomena of interest [10]. We used Weka [30], a
popular, Java-based machine learning classification toolkit,
to develop a set of classifiers that can connect our psycho-
physiological measures with task difficulty.
There were a number of parameters that could affect the

design of the classifier we wished to develop. First, and fore-
most, was a choice between three types of predictions: by
participant, by task, and by participant-task pair. The by-
participant classifier would be the most useful in practice —
trained on a small set of people doing program comprehen-
sion tasks, it could be applied to any new person doing new
tasks and still accurately assess task difficulty. Next, in util-
ity, is the by-task classifier; when trained on people doing a
set of tasks, it would work well when applied to one of those
people doing any new task. Finally, the by-participant-task
pair classifier shows the proof-of-concept — trained on a set
of people doing programming tasks, it can predict the diffi-
culty of the task as perceived by one of those people doing a
task that the rest already did. These three predictions were
used to stratify the datasets into test and training sets.
Second, was the choice of classification algorithm. We

considered Naive Bayes, a J48 decision tree (using Weka’s
implementation of C4.5 [58]), and a Support Vector Model.
For our goal of an instantaneous classifier, Naive Bayes was
the best choice because of the ease in which its training
can be updated on-the-fly, improving its performance as it
adjusts to its user.
Third, we can train the classifier on the entire set of data

from each participant and task, or divide up the data col-
lection into sliding time windows. This would enable us
to create a classifier usable before a developer finished his
task that would adjust to his changing psycho-physiological
conditions. We divided up our data using sliding time win-
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Figure 1: Sliding windows of size 10 seconds with 5
second offsets.

dows of sizes from 5 seconds to 60 seconds, sliding 5 seconds
between intervals. A demonstration of this is shown in Fig-
ure 1.
Finally, the last parameter to the machine learning algo-

rithm is to identify the best set of measurements (features)
that will be used to train the model [21, 26]. We chose to
experiment with measurements extracted from every combi-
nation of our three sensors (7 possible sets of features). To
ensure correct performance for Naive Bayes, we removed five
measurements that correlated almost perfectly with mea-
surements we left in.

5. RESULTS
This section reports the results of our use of machine

learning to define classifiers to predict task difficulty.

5.1 Task Difficulty Classification
To evaluate whether we can use psycho-physiological mea-

sures to predict if a task is easy or difficult (RQ1), we per-
form a post-hoc analysis that applies machine learning to
the data gathered over the whole task period. We used a
leave-one-out strategy to create an exhaustive set of test and
training folds to train classifiers using all of the sensors for
each stratification (by participant, by task, by participant-
task). The average precision, recall, and f-measure for the
three classifiers we trained is shown on the last row of each
section in Table 3. The best overall performance comes when
predicting a new task with 84.38% precision and 69.79% re-
call.

5.2 Evaluating Sensors
Next, we wished to find out how well each of the three

sensors, eye-tracking, EDA, and EEG, could be used to pre-
dict task difficulty (RQ2). We trained classifiers on each
combination of sensors creating training and test sets for all
three predictions (by participant, by task, by participant-
task) over the entire dataset. The results are shown in Ta-
ble 3. Considering each sensor by itself, the eye-tracker has
the best predictive power for new participants (65.10% f-
measure). When predicting a new task, EEG has the highest
precision (81.97%), but the eye-tracker has the best recall
(66.67%). When predicting a participant-task pair, the eye-
tracker comes out on top (66.67% f-measure). Combinations
of sensors performed better when predicting new tasks (all
sensors) and participant-task pairs (eye-tracker+EDA).
We investigated whether eliminating features from each

sensor could help improve the accuracy of our classifiers.
We used Weka’s CfsSubsetEval algorithm [58] to analyze
the features for each sensor combination and keep those that
correlated highly with the outcome variable and poorly with
other features. In some cases, this yielded better perfor-
mance on our data (e.g. EDA+EEG f-measure rose from

Table 3: Performance characteristics of classifiers
trained on the entire dataset over data from all pos-
sible combinations of three sensors to predict a par-
ticipant, a task, and a participant-task pair. The
best measurements for a prediction are bold.
Prediction Sensors Precision Recall F-Measure

By Participant

Eye 69.16% 65.83% 65.10%
EDA 55.18% 55.77% 51.99%
EEG 53.05% 56.73% 50.82%
Eye+EDA 68.37% 64.42% 61.92%
Eye+EEG 68.58% 63.46% 60.89%
EDA+EEG 68.02% 64.58% 62.01%
Eye+EDA+EEG 64.99% 64.58% 62.21%

By Task

Eye 79.17% 66.67% 69.65%
EDA 75.12% 58.65% 63.80%
EEG 81.97% 59.62% 63.40%
Eye+EDA 78.59% 66.35% 70.37%
Eye+EEG 82.42% 66.35% 69.89%
EDA+EEG 82.79% 65.63% 69.76%
Eye+EDA+EEG 84.38% 69.79% 73.33%

By Participant-Task

Eye 66.67% 66.67% 66.67%
EDA 59.62% 59.62% 59.62%
EEG 56.73% 56.73% 56.73%
Eye+EDA 68.27% 68.27% 68.27%
Eye+EEG 62.50% 62.50% 62.50%
EDA+EEG 62.50% 62.50% 62.50%
Eye+EDA+EEG 67.71% 67.71% 67.71%

62.01% to 69.73%), however running ANOVA tests on the
Weka output failed to show any significant differences be-
tween the original and shrunken sets of features. Thus, the
improvement we saw may be an artifact of our dataset; cap-
turing additional input data would help establish whether
feature elimination will truly improve performance.

5.3 Evaluating Time Windows
Finally, to see if we could build a classifier that would

be accurate if receiving streaming data from the sensors as
the developer worked, we built a set of classifiers trained
on sliding time windows (RQ3). However, we needed to
find out which time window sizes would work the best. In
some cases, the window size was longer than the task data,
so we just included the time windows that were available.
Figure 2 presents the precision for each classifier trained on a
particular time window size using all of the available sensors.
There appears to be no major differences in the performance
of that classifier over the various time windows.
However, we calculated the effects of combining a subset

of sensors along with the use of sliding time windows. We
found the best classifier for predicting new participants to
use just the eye-tracker and the EDA sensor with a time win-
dow size of 60 seconds. This performed at 70.46% precision
and 62.20% recall, which is just a tiny bit better than using
all three sensors or just the eye-tracker. For predicting tasks,
the best classifier used just the EDA sensor with a 20 second
time window and got a precision of 83.74% and a recall of
64.12%. This performs better than using all three sensors on
sliding time window data, but not better than when trained
on the entire dataset. When predicting a participant-task,
the best classifier used the EDA and EEG sensors with a
time window of 55 seconds. This achieved a precision of
100.00% and a recall of 66.13%, which is better than both
using all of the sensors and the entire dataset.

6. DISCUSSION
The results of our machine learning experiments answer

RQ1, demonstrating that it is possible to very accurately
predict whether a task is easy or difficult using psycho-
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Figure 2: Precision and recall using all sensors over time windows of 5–60 seconds.

physiological measures. Using all of the task data, a classi-
fier trained on the three sensors achieves 64.99% precision
and 64.58% recall when predicting our nominalized task dif-
ficulty measure for new participants. The performance in-
creases to 84.38% precision and 69.79% recall when predict-
ing new tasks, likely because the classifier has had a chance
to see the participant in action on other tasks. For pre-
dicting participant-task pairs, the precision and recall both
settle at 67.71%.
Answering RQ2, when we checked which combinations of

sensors had the best predictive power, we found that for
predicting a new participant, the eye tracker did the best
(69.16% precision and 65.83% recall); when predicting a new
task, the combination of all three sensors was best (84.38%
precision and 69.79% recall); and if predicting a participant-
task pair, the pair of eye tracking and EDA sensors was best
(68.27% precision and 68.27% recall). Thus, for predicting
new participants and new participant-task pairs, it may be
better to use a subset of the sensors available to achieve
better performance (and save money!).
When we measured the predictive power of classifiers that

use sliding time windows, we found that for predicting new
participants, the best classifier using all three sensors uses
a time window of 55 seconds, and reaches 68.04% precision
and 58.55% recall. The best classifier for predicting a new
task uses a 30 second time window and reaches a precision
of 80.68% and a recall of 64.01%. Finally, for predicting
a participant-task pair, the best classifier uses a time win-
dow of 55 seconds, and achieves a precision of 96.74% and
a recall of 63.73%. Compared with using the entire dataset,
dividing the data into sliding time windows is beneficial for
predicting new participants and participant-tasks, but not
for predicting new tasks.
When we combined the use of sliding time windows with

subsets of sensors, we found it possible to improve the pre-
cision and recall slightly, compared with using the entire
dataset and all of the sensors. The big improvement came
for predicting a participant-task pair with just the EDA and
EEG sensors (our two lowest cost sensors) and a time win-
dow of 55 seconds.
Our work provides an existence proof that answers RQ3.

It is possible to use low-cost, off-the-shelf psycho-physiological
sensors to develop accurate classifiers. The existence of such
an indicator should provide many opportunities for new soft-
ware engineering tools. For instance, it could be used to de-
tect the places in the code that developers have difficulties

with while working, and mark them for review or for future
refactoring. As pointed out by Bailey and Iqbal, it could
also help prevent interruptions during particularly difficult
tasks which might require a longer task resumption time [4].

7. THREATS TO VALIDITY
We describe several threats to the validity of our study in

this section.
External Validity. While we feel these results should be
generalizable to other kinds of short, code comprehension
tasks, more work remains to be done to validate our classi-
fier against tasks that are longer, contain more code, and in-
volve code creation and maintenance. We mitigated this risk
somewhat by carefully constructing the tasks to vary their
difficulty and effects on various brain functions according to
past empirical results on programmers [19]. We do not claim
that these results are generalizable to students, novice soft-
ware developers, or other broader populations, but feel that
our use of professional developers situates this work within
a population that creates most of the software in the world.
Internal Validity. During the study, the participants were
required to complete a series of small tasks of varying diffi-
culty. We counter-balanced the task order to combat learn-
ing effects, but did not have a large enough population to
explore every possible order. Thus, some learning effects
may have gone unnoticed. Our study took place in a lab set-
ting, thus, our subjects may have performed differently than
in their own work environments. Since the typical effect of
lab studies on subjects is to increase their performance, due
to their desire to please the experimenter, they may have
experienced less task difficulty than normal.
While the tasks in our study were not very long (only sev-

eral minutes), we believe the subjects’ behavioral responses
(interpreted with their think-aloud narrative) to be fairly
typical of software developers working on their own longer-
term tasks. As noted in Section 3.3, even short, lab-based,
experimental tasks like ours can be designed to provoke cog-
nitive difficulties in many of the different functional brain
regions that comprise software development skills. More ex-
periments will be required to establish whether the trends
we have seen in our data apply to different programming
tasks. While there is great individual variability in the per-
formance of software developers (which we also observed in
our experimental subjects), there apparently was not enough
in the sensor data to impede accurate classification. A study



with a larger and more diverse sample of developers should
be able to tell us whether the classifiers will be confounded,
or confirm their generalizability. Even if the classifiers fail
to generalize due to individual participant variation, our use
of the Naive Bayes algorithm will support performance im-
provement through additional classifier training by the par-
ticipant while he works. Given the great number of hours
that developers spend in front of their computers and the
potential utility of such an instantaneous classifier of task
difficulty, training classifiers for each individual programmer
to improve accuracy should be a palatable tradeoff.
Construct Validity. The goal of this study was to inves-
tigate the predictive power of multiple psycho-physiological
measures for task difficulty. A threat to the study is that
there are other factors that might either influence the per-
ceived task difficulty or psycho-physiological measurements
unrelated to task difficulty itself. These include personality
traits, private and professional stress, or even the time of
day. We tried to mitigate the risk by providing the same
quiet environment for every subject, but we may need to
investigate these effects in the future. Second, to make pre-
dictions simple for our machine learning approach, we cate-
gorized the task difficulty ranking into easy or difficult. This
binary classification might have lead to better results than
if we had used the original interval scale. Third, our tasks
were constructed to be varying shades of difficult, but this
is really subjective. We triangulated this difficulty using not
just a retrospective ranking of tasks by difficulty, but also
through the commonly used NASA TLX score. These mea-
sures correlated together quite well, especially when both
were converted to nominal form. Thus, we do believe that
our task difficulty construct is quite valid.

8. CONCLUSION
Software developers regularly experience difficulties in their

work that waste their time and may cause them to intro-
duce bugs into their software. Previous research focused
on identifying bug risk using correlations between defects
and various software process metrics. Our research, how-
ever, is the first to investigate an automated approach using
psycho-physiological sensor data to detect both post hoc and
as the developer works, whether a developer perceives that
his program comprehension task is difficult. Our experimen-
tal results show that we can train a Naive Bayes classifier
on short or long time windows with a variety of sensor data
to predict whether a new participant will perceive his tasks
to be difficult with a precision of over 70% and a recall over
62%. Our results also demonstrate that it is possible to use
fewer sensors and still retain the ability to accurately classify
task difficulty. Now that we have shown that these classi-
fiers can be built, researchers can leverage them to develop
novel programming support tools, allowing them to poten-
tially intervene in time to stop bugs from entering the code.
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