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1. Introduction

The ability to effectively communicate and interpret affect and emotions is central to human daily activity, and is considered one of the key skills for functional team collaboration (Islam and Zibran, 2018; Schneider et al., 2018; Graziotin et al., 2018). In remote, computer-mediated interaction and textual communication, however, social-behavioral signals, especially non-verbal behaviors, are attenuated (Hancock et al., 2007; Schulze and Krumm, 2017), and consequently, affective information becomes less salient or is even lost.

In these indirect computer-mediated contexts, interpretation of affective states is very hard (Riordan and Trichtinger, 2017) because textual representations contain less affect than a phone call (for example) (Picard, 1999). Consequently, the tone of the message can quickly, unnoticeably, and yet significantly, change affective polarity; humor may be interpreted as offense, a critique may sound inadequate and harsh, serious messages may be ignored, and constructive notes may suddenly appear to be jokes. In the software development industry, affect processing, understanding, and communication have been central to the success of development processes. Understandably, positive affect in intra- and inter-team communication is beneficial for performance and productivity (Wrobel, 2013; Müller and Fritz, 2015; Schneider et al., 2018; Graziotin et al., 2018).

The loss of affect becomes more important in large-scale distributed teams, especially as the number of spatially-remote teams increases (Herbsleb and Mockus, 2003). Consequently, software businesses are responding through increased use of collaborative virtual environments and tools (Storey et al., 2017). These tools, however, lack the ability to support effective affect-signalling and recognition. In this work, we focus on developing methods and tools that can enhance the communication channels through automatic recognition of a code reviewer’s affective state.

Source code review is an example of a software development activity that evolved from a human-to-human interaction at arranged meetings to asynchronous and remote computer-mediated textual communications interactions (Bacchelli and Bird, 2013). Although saving time and speeding up product release cycles, the contemporary form of code review is arguably prone to affective loss. To extract the sentiment and emotions in written text, prior
research has employed numerous machine-learning tools for sentiment detection (for review, see e.g. Tang et al. (2009); Mäntylä et al. (2018)).

In software development, however, communication between developers is often centered around the project tasks and obstacles, and populated by snippets of code specific to the project’s programming language. Since the tools for sentiment analysis struggle with this variety, current research has been developing software engineering-specific detection algorithms such as SentimentStrengthSE (Islam and Zibran, 2018), Sentiment4SD (Calefato et al., 2018), and SentiCR (Ahmed et al., 2017). Note, SentiCR is specific to code review. However, aspects such as context-sensitive variations of words, subtle expressions of sentiment, humor, irony, or sarcasm, politeness, or missing explicit polarized lexical cues can still hinder effective recognition of affect (Islam and Zibran, 2018; Novielli et al., 2018).

In this work, we build and evaluate a multimodal recognition of affect from programmers’ nonverbal signals during the code review tasks. While current research on affect recognition has employed directly observable modalities to recognize basic and elicited emotions (predominantly from facial and acoustic- prosodic expressions, for review see e.g. D’Imelio and Kory (2015)), the context of remote, asynchronous code review is less suited for such approaches, due to the lack of speech activity as well as privacy considerations.

Our work differentiates and advances the prior research in numerous aspects and also presents several novel contributions. We collected both behavioral and physiological signals, namely typing behavior, eye gaze, galvanic skin response, and touch pressure, during the in situ code review in a very large software company. Across a variety of code review tasks, we model and analyze unelicited affective states from multiple perspectives, a goal towards automatic recognition of reviewer’s affect. We approach affect recognition from three perspectives. First, we analyze effects of long-term positive and negative affect (i.e. the mood of the reviewer) as well as task-related aspects and how they influence the reviewer’s affect after the task. Next, we analyze commenting behavior metrics (typing duration and comment length) for each participant in relation to emotions in each of their individual comments; we perform this analysis since such approach does not require any dedicated sensors. Third, in the analysis of each participant’s affect, we extract features related to physiological states and employ a machine-learning based framework to distinguish valence and arousal polarity.

In sum, we center our research on the following questions:

1. How do long-term affect and task related aspects predict the components of affect after the code-review task?
2. How does the presence of emotion influence commenting behavior, i.e. typing on a keyboard and comment length?
3. How do nonverbal physiological signals predict components of affect after the code review task?

Effective communication of affect has been gaining traction in the software engineering domain. In this work we weigh on the benefits of nonverbal multimodal approaches and their potential for future affect-enhanced code review.

The rest of paper is organized as follows. Section 2 introduces the domain of code review, provides an overview of the study of physiological signals in software engineering. In Section 3, we present experimental settings of the in situ study; we propose two analysis methods in Section 4. Section 5 summarizes the results of the analyses using comment-related behavioral measures and the results of the machine learning analysis using physiological signals. In Section 6, we discuss the results in the light of current research, limitations, and future directions of affect recognition in code review.

2. Background

The task of affect recognition in code review spans the fields of software engineering, affective computing, computer-supported collaborative work, and inference of user states from physiological signals. We provide a brief introduction to a range of corresponding studies with respect to software engineering. We report on a first of its kind, multimodal investigation of affect in code review that was performed in situ; we recorded the data in one of the world’s largest software companies with professional code reviewers engaged in their everyday tasks.

2.1. Origins of code review

Contemporary code review practices originated in code inspections, in which source code was scrutinized at formal project group gatherings that sometimes last days (Fagan, 1999). Due to the fast pace of software production and the understandable impracticality of the long face-to-face meetings, code inspection became a computer-mediated task through dedicated interfaces and tools, such as CodeFlow (see Figure 1). In principle, code review still resembles a code inspection session where a developer evaluates another’s code, looking for potential errors, and suggesting improvements. However, the current form has evolved into an informal, lightweight, and brief code review practice.

The evolution of code review practice came along with the development of tools dedicated for code review. To an external observer, current user interfaces are indistinguishable from fully functional IDEs with access to linked libraries, classes, and relevant resources. Reviewing code is no different than commenting a shared document where comments are directly linked to the relevant piece of code. In addition, all the comments are synchronized and shared between reviewers who are invited to that particular code review.

Code reviewers use various strategies (Peng et al., 2016; Uwano et al., 2006). Some reviewers briefly proofread the code, check on code style, and search for obvious typo-like errors. Others look for logic errors, and provide mentoring in their comments (Bacchelli and Bird, 2013; Ebert et al., 2018). Similar to revisions in writing, code review comments are addressed in iterations, which helps to direct a reviewer’s strategy for proofreading. While the first rounds of code review may require focused reading, later reviews of the same code may be quick, simply scrutinizing whether the reviewer’s recommendations were implemented.

Independent of the selected strategy, the reviewer’s reasoning, decision-making rationale, and affective states remain hidden to the author of the code unless explicitly written in the comments. Furthermore, code review comments are often brief, factual, and free of emotions. This conforms with common, tacit, engineering-focused cultures whose primary goal is to get work done, not antagonize one’s colleagues (Lutchyn et al., 2015). Therefore, in code review, affective information gets lost due to the form of communication, computer-mediation, and professional conduct. Understanding affect in such settings is crucial for efficient functioning in teams (De Choudhury and Counts, 2013; Dewan, 2015), and to contribute to effective communication and coordination (Herbsleb et al., 1995; Schneider et al., 2018).

2.2. Affect in software engineering

Understanding the developer’s affect and their team’s emotional awareness, in particular, underlies effective software engineering (Dewan, 2015). To general audiences, however, the domain of software engineering seems to lack extreme and overt affective expressions. Software developers often appear calm, focused, or distant. On the contrary, since software development is highly depen-
dent on developers’ cognitive efforts, their performance, productivity, and creativity must be influenced by affect (Islam and Zibran, 2018; Schneider et al., 2018). Happiness among programmers has been found to correlate with productivity (Graziotin et al., 2013; 2018), while negative emotions are often detrimental for the software development (Müller and Fritz, 2015; Gachechiladze et al., 2017) (though not exclusively (Wrobel, 2013)).

Affect assessment during software development is challenging (Schmidt et al., 2018). One explanation could be that when one is engaged in already cognitively-demanding task, such as code review, reflecting on one’s cognitive processing and states becomes tremendously difficult and elevates a participant’s overall high workload (Ericsson and Simon, 1993). Therefore, traditional qualitative methods of affect assessment fall short and may be perceived to be costly, time demanding, and challenging for adoption in software development (Schmidt et al., 2018; Lutchyn et al., 2015).

Prior analyses of developer’s internal states, for example, of happiness (Graziotin et al., 2013; 2018), frustration (Hernandez et al., 2014; Müller and Fritz, 2015), anger (Gachechiladze et al., 2017), stress (Sano et al., 2017; Sarker et al., 2019), and workload (Fritz et al., 2014), have laid the foundation for the development of novel inferential methods such as sentiment analysis from source code resources (Islam and Zibran, 2018) and non-verbal sensing from direct and indirect physiology (D’mello and Kory, 2015; Shu et al., 2018).

To estimate increased workload during an SE task, Fritz et al. Fritz et al (2014) employed galvanic skin response (GSR) and electroencephalography (EEG) together with eye tracking sensors. In their analysis of multimodal signals, a programmer’s perceived difficulty with the code was predictable with 84% precision on every new task. To measure frustration during daily work, Hernandez et al. Hernandez et al (2014) averaged signals from a pressure-sensitive keyboard and a capacitive mouse (Microsoft TouchMouse). Under stressful conditions, both typing pressure and contact with the mouse increased in 75% of participants. In the context of software change tasks, Müller et al. Müller and Fritz (2015) measured developers’ valence and feeling of progress using GSR, EEG, and heart rate. In their analysis of valence, a classifier was able to predict a developer’s emotional reaction with 71.36% accuracy and their feeling of progress with 67.70% accuracy. Signals of indirect physiology and user’s activity have also been employed in recognition of stress and suitable timing of stress micro-interventions. Sano et al. Sano et al (2017) used an array of sensors to sense a developer’s activity, heart rate variability (HRV), and intervention history. These sensors were used to predict the time when a preventive intervention should be delivered to be both efficient and unobtrusive. Multi-kernel SVM techniques could

Fig. 1. A typical user interface of a corporate code review tool (CodeFlow). A source code file is selected in a file listing (1), displayed in the main window (3), and commented in pop-up windows (4). A review summary along with other people’s comments are displayed below the code (5). Adopted from Bacchelli and Bird (2013).
be used to differentiate suitable and unsuitable timing with 80% accuracy.

A drawback of the previous, highly controlled lab-based studies with biometric sensors comes from the characteristics of the source code presented. The code used in the experiments has been usually isolated, shortened, or simplified to fit the screen. In addition, materials were not connected to the routine work of the participants, nor related to their projects and responsibilities. In addition, the participants had little to no means of interacting with the code, such as scrolling, opening files, switching to necessary libraries, and searching for supporting code. In a real world scenario, however, a single source code can easily cover hundreds of lines, is a part of a larger package or a project, and is created and maintained by numerous programmers in the team. Understandably, due to the demanding setup of physiological sensing, prior in situ studies of affect recognition in software development have centered on self-assessed psychological measurements during and after the task Graziotin et al. (2015); Kuutila et al. (2018).

In this work, we investigate overt behaviors (typing behavior) and physiological signals (eye movements, GSR, and touch) that have not been extensively studied before, but which can, however, be embedded into the daily work environments. We utilize three sensors of measuring indirect physiology with great potential for ubiquitous sensing computers, and we link the biometric signals to each code reviewer’s self-assessed affective state.

3. Experiment in situ

In our study, we observed professional software developers conducting remote asynchronous code reviews as part of their daily work at a large international software company. We instrumented participants with three wearable sensors: a Shimmer GSR to measure electrodermal activity (EDA), a 195-point Microsoft capacitive TouchMouse to measure stress levels, and a portable remote Tobii eye tracker to identify reviewer’s focus in the code. We chose affordable and mobile sensors that are simple to embed in nearfuture computers and that do not require lengthy instrumentation of users. All three sensors have been previously validated in multiple studies as reliable and accurate for recording physiological signals (Burns et al., 2010; Hernandez et al., 2014; Coyne and Sibley, 2016; Huang et al., 2016; Gibaldi et al., 2017).

3.1. Task and procedure

The experiment was designed as an in situ study held in each participant’s office. We brought all the experimental equipment for each session and installed it into each participant’s environment. After the participants became familiar with the setup of the biometric sensors and signed a consent form, they answered a set of preparatory questionnaires related to their experience with the code review process in the company. We then employed the PANAS measurement tool (Watson et al., 1988) to assess their long-term affective state.

As participants answered the questionnaires, we installed the sensors on the experimental computer, plugged it into the participant’s primary monitor, and mirrored the participant’s work account. The account mirroring and minimal changes in participant’s environment ensured high levels of experimental ecological validity. Finally, we calibrated the eye-tracker using a 9-point calibration method and validated the calibration by asking the participant to read aloud the first and the last visible line of the source code at the screen.

After the 15 minute calibration stage, the participants were free to open up the code review of their choice and work on their task in CodeFlow as long as needed (all finished in under 45 minutes). After each task, participants were asked to assess their affective state about the code, the author of the code, and themselves (using the PAM scale (Pollak et al., 2011)). Participants also reported their familiarity with the reviewed code, binned into three levels (low, medium, or high). Similarly, participants specified their work-related organizational hierarchy towards the author of the code under review (work seniority lower, equal, or higher). Finally, task difficulty was evaluated using the NASA TLX instrument (Hart and Staveland, 1988). Table 1 summarizes the collected assessments.

At the end of the experimental session, the participant was offered a remuneration of an $8 company cafeteria coupon. Recordings from four participants were excluded from the further analysis due to malfunctioning of the recording setup during the experiment (n=2), missing PAM outcomes (n=1), or unusually short duration of the review (n=1).

3.2. Participants

We examined biometrics signals of 37 software developers (2 female, 35 male). The age of the participants ranged from 25 to 43 years (mean = 34 years, SD = 4.74). Each participant was the member of a team responsible for building and shipping consumer-focused software products and/or services. Potential participants were identified through a search of the company-wide code review database. We invited anyone who was an active reviewer, had completed more than ten reviews in the past three months, and had more than five code reviews pending. Our selection criteria ensured that our study participants had sufficient experience with the CodeFlow interface, as opposed to interns and newly hired developers. Since all code reviewers were assigned to new code review daily, we repeated our search and emailed potential candidates whether they would be willing to participate in the experiment every day.

3.3. Tools and apparatus

Preserving the in situ nature of the study was important for mimicking future interactions with the the company’s code review environment. We instrumented participants with three portable biometric sensors: Tobii EyeX1 (60Hz, binocularly), Shimmer3 GSR+ electrodermal activity2 (EDA) sensor, and 195-point Microsoft TouchMouse Ultimate3.

All sensors were integrated into the code review environment using a corresponding API and synchronized with the reviewer’s interaction over Bluetooth. In addition to the physiological signals, we recorded the mouse position in the CodeFlow window. Preprocessing of the recorded data streams was performed using custom-made Python scripts with included libraries Scikit-learn (Pedregosa et al., 2011), Numpy (van der Walt et al., 2011), and Pandas(McKinney, 2010). Inferential analysis was performed using lme4 and nlme libraries (Bates et al., 2015; Pinheiro et al., 2017) available in R (R Core Team, 2015). Training and evaluation of machine learning models was conducted at the Taito supercluster4.

4. Analysis of reviewer’s affect in comments

In this work, we evaluate how conventional metrics related to code review reveal affect occurrence in a review comment, and how nonverbal behavioral signals respond to long-term affect during the code review task. First, the conventional metrics were fitted to a Linear Mixed Effect model (LME) to see whether affect in-

---

1 http://www.tobii.com/xeperience/products/
2 http://www.shimmersensing.com
3 https://www.microsoft.com/accessories/en-gb/d/touch-mouse
4 https://research.csc.fi/taito-supercluster
fluenced the typing speed of the reviewer. Second, the reviewer’s physiological signals are encoded to physiological features and employed in training of a Random Forest classifier to predict their valence and arousal after the task.

4.1. Affect in code review comments

All comments were first gathered from a CodeFlow database and annotated according to affect occurrence as neutral (negative class) or emotional (positive class). The authors of this paper annotated the data, as they are highly familiar with the task of code review (expert with code reviews in general, and with the particular company environment), and also familiar with the project culture. The annotation procedure was developed jointly. The exact annotation task was to determine the presence of affect-related words in each comment and the orientation of the comment — either objective neutral (towards the solution) or subjective affective opinion or expressions — i.e. accepting, patronizing, use of emotions. During the annotation process, the two annotators first processed the 259 labels independently from each other, and then resolved the 84 disagreements in joint discussion. Though the initial inter-rater agreement was 66.92%, after joint discussion, they reached 100% agreement. Altogether, reviewers produced 259 comments: 238 neutral (92.31%) and 21 containing emotional content (7.69%). Comments with affect were produced by 10 reviewers (out of 33) who also wrote other neutral comments.

To investigate whether the affect in the comments can be captured by tools already available, we extracted metrics related to comments. Using database query, we exported the timestamps of comment start time and end time, along with the content of the comment. Each comment was represented by its typing duration (in seconds) and comment length (number of characters in the comment). We hypothesized that typing behavior is affected by the presence of emotion, when the comment length and variability in typing speed among reviewers are taken into account. Our initial hypothesis was that the speed of comment writing (comment length/comment duration) could be influenced by the preceding emotion. However, we decided it would be more natural to analyze the effects of emotionality on typing duration than on comment length.

We examined how typing duration was influenced by comment emotionality and comment length by fitting a Linear Mixed Effect model. We entered comment emotionality (EMO) as fixed effects and comment length (LEN) as main effects into the model. In addition, we hypothesized that the comment emotionality has an effect on typing speed. Therefore, we also included the interaction effect to remove the nuisance effect of comment length. It reveals whether emotional comments are written at a different speed than the non-emotional comments. As random effects, we had intercepts and random slopes for each participant. Nested random effects for task within a participant were also tried but omitted, since it explained a negligible amount of variance. Finally, we relaxed the assumption of constant residual variance, since the residuals were inclined to increase as a function of fitted value in the residual plots. Significance testing was obtained using Wald’s F-tests of the full model. The resulting model is defined in Equation 4.1 with $\text{var}(\epsilon_{ij})$ in Equation 2.

$$DUR_{ij} = \beta_0 + \beta_1 \text{EMO}_i + \beta_2 \text{LEN}_i + \beta_3 \text{EMO}_i \times \text{LEN}_i + b_{1i} + b_{2i} \times \text{LEN}_i + \epsilon_{ij}. \quad (1)$$

In the model, $DUR_{ij}$ denotes the typing duration for comment $j$ of participant $i$. EMO$_i$ is the emotionality and LEN$_i$ is the centralized comment length (the original range was between 3 to 334 characters per a comment, mean = 77.02, SD = 61.51). ($b_{1i}$, $b_{2i}$) are the random effects for participant $i$, independent among participants and having bivariate normal distribution with mean zero and unknown variance, and $\epsilon_{ij}$ are independent normally distributed zero-mean residuals with variance $\text{var}(\epsilon_{ij}) = \sigma^2 \epsilon_j^{-2}.$

During model development, visual inspection of residual plots and Q-Q plots revealed two outliers in the neutral class. In these two cases, the participants opened a comment and a web browser, and spent over four and seven minutes respectively typing and searching for additional information online. Since the comments did not present a typical behavior, we removed them.

4.2. Data preprocessing and feature engineering

Affordable biometric sensors often output noisy signals, which are unsuitable for direct statistical inference. To filter and clean the input data, we performed several transformations. Since data transfer during the experiment was established over Bluetooth, all data streams were recorded with a best effort sampling frequency and fluctuated in time. The frequency was unified to 50Hz using a mean of values and a backward propagation of missing values. If a data point was missing in the re-sampled data frame (a gap between data points was bigger than 20ms in the original data frame), the last data sample from the previous data frame was linearly approximated from the previous 20ms data segment. The re-sampling routine reestablished signal continuity.

Each data stream was filtered to remove noise. Raw GSR data was first normalized with Z-score and smoothed with an exponential filter ($\alpha = 0.08$). A decomposition of electrodermal activity followed the routine introduced by Fritz et al. (2014) splitting the signal into a phasic component (skin conductance response, SCR), which is associated with fast events as a shock or surprise, and a tonic component (skin conductance level, SCL), which responds to slow changes in autonomic arousal (Braithwaite et al., 2013). The SCL was extracted using low-pass Butterworth filter (0.05 Hz, 5th order), revealing the slow trends in participant’s arousal, while the SCR was obtained from a high-pass filter (0.33 Hz, 5th order), capturing spikes in arousal.
Raw eye-tracking data was filtered in real-time during the experiment using a median filter with 10s sliding window to reduce the amount of missing data. To characterize attentional behavior and gaze shifts during the code review, we employed measurements of Euclidean distance and velocity derived from consecutive gaze samples. In addition, each raw data point was mapped in real-time to a line in the source code, expressed with the absolute line number. The mapped line numbers were often missing because of low eye-tracking data quality; therefore the features related to code line numbers (e.g. transitions and dwell times) were omitted from the analysis.

Raw TouchMouse data was recorded in form of a 2D grid, representing the surface of the mouse and the capacitance of the reviewers’ hands. The 2D information was processed into two components – a sum of the capacitive pixels (TouchMouseSum) and a number of fingers detected from the grid (TouchMouseCount) (Hernandez et al., 2014).

Pre-processed data series from each sensor were sliced with two second time window with no overlap. To characterize the signals’ fluctuations within the observed 5 minutes prior to the end of task, a battery of statistical features (i.e. mean, median, variance, minimum, maximum, sum) were computed for each signal in the 2-second data slice (see Table 2). The final feature set contained 55 features (12 from GSR (phasic and tonic component: 2x6), 33 from eye gaze (eye-gaze distance: 3x6; eye-gaze velocity: 3x5), and 10 from TouchMouse (TouchMouse SUM and COUNT: 2x5).

4.3. Machine learning

For overall affect recognition, we investigated how features derived from the physiological signals predicted the reviewer’s affect after the code review. Target labels were retrieved from the PAM questionnaires, where each cell in the grid corresponded to the level of valence and arousal (1-4) (Pollak et al., 2011). Figure 3 illustrates the distribution of valence and arousal ratings after the review. The valence and arousal ratings were binarized so that valence was either positive (PAM horizontal score 3 or 4) or negative (PAM horizontal score 1 or 2), and arousal was either low (PAM vertical score 1 or 2) or high (PAM vertical score 3 or 4).

Some affect components can develop fast in time, such as increased arousal as a response to an unexpected surprise. However, other affect components can develop slowly and require time to build up (Ekman and Davidson, 1994; Figner et al., 2011). In this work, we aim to predict the outcomes after the task as the slowly-developed affective states and we explore last five minutes before the end of the task. Code reviews shorter than five minutes were omitted from the analysis. The final dataset consisted of 3900 feature vectors with 55 features.

Recognition performance was evaluated using a Random Forest classifier because of its ability to handle large datasets and its built-in feature selection. Classifier parameters were first optimized using a random grid search with Area Under the ROC Curve (AUC) as the optimization criterion. Next, the classifier was validated with selected parameters in 5x5 crossvalidation. In each fold, the feature set was randomly shuffled and split with stratified sampling to sustain the original class imbalance. Class distribution in the training folds were balanced using the SMOTE approach (Chawla et al., 2002); class distribution in testing folds remained imbalanced. In this work, we report on average accuracy, F1-score, true positive and true negative rates averaged over the testing sets.

5. Results

We report on three primary findings. First, we evaluate participants’ affect after the code review task and how external factors potentially contributed to the resulting affective state. Next, we report on affect presented in the written code review comments and perform a regression of affect presence with comment typing characteristics. Last, we discuss recognition performance of valence and arousal-based classification that was trained using physiological features.

5.1. Self-assessed affect after the code review task

After each task, participants assessed their affective state using the Photographic Affect Meter (PAM scale) (Pollak et al., 2011) illustrated in Figure 2. As seen in Figure 3, participants’ affect after the task was skewed towards positive valence (on the x-axis), yet showed fairly balanced arousal (on the y-axis).

We hypothesized that numerous effects could impact reviewer’s affective state. We expected that covariates such as the long-term affect prior to the experiment (measured as sum of positive and negative affect scores in PANAS), familiarity with the code, seniority of the programmer, and task duration and difficulty (measured as a sum of NASA TLX scores) could impact reviewer’s affect. Table 1 summarizes the dependent and independent variables.

We examined the independent variables first using Pearson’s correlation. The PANAS component of negative affect was positively correlated with the task duration ($r = 0.365, p = 0.037$) and task difficulty ($r = 0.412, p = 0.017$). Task duration was also positively correlated with the task difficulty ($r = 0.411, p = 0.017$). So, we removed these two covariates to fit the linear regression.

After controlling for covariates (see Table 3), only positive long-term affect prior to the experiment (PANAS) predicted participant’s valence after the task ($8=0.062, p=0.026$). Neither the reviewer’s long-term negative affect, familiarity with the code, nor seniority to the code author were able to statistically predict the reviewer’s affect after the task.

5.2. The effect of affect on typing speed

Next, we explored whether the emotionality of the comment reflected conventional metrics such as typing duration and typing speed. From the distributions in Figure 4, it was apparent that comment emotionality (white) was associated with the increased mean typing duration and variance; however, this distribution did not take into account the difference explained by the comment.

5 Example scripts are available at https://github.com/hanav/PandasEye
length. Thus, we evaluated the predictive power of typing-related metrics using a linear model with mixed effects.

The fitted model revealed that the typing duration in an average-length comment was 23.21 seconds. Emotionality increased it significantly by 12.07s (Std.error = 4.00, $F_{1,218} =13.49$, p-value=0.003**). The average effect of comment length on the duration was 0.24 seconds/character, and emotionality increased it significantly by 0.17 seconds/character (Std.error 0.06, p-value=0.007**) to 0.41 seconds/character. Table 4 reports on the estimated parameters in detail. What stands out is that the standard deviation in typing duration between reviewers was 5.70 seconds, and the variation in the duration per character had standard deviation of 0.03 seconds per character.

**Table 3**
Factors contributing to affect reported after the task. Logistic regressions revealed that only long-term positive affect (assessed by PANAS) was significantly associated with valence after the task.

<table>
<thead>
<tr>
<th>Predictors</th>
<th>Valence Estimates</th>
<th>Valence p</th>
<th>Arousal Estimates</th>
<th>Arousal p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1.72</td>
<td>0.146</td>
<td>1.76</td>
<td>0.114</td>
</tr>
<tr>
<td>PANAS PA</td>
<td>0.06</td>
<td>0.026</td>
<td>0.02</td>
<td>0.465</td>
</tr>
<tr>
<td>PANAS NA</td>
<td>-0.01</td>
<td>0.716</td>
<td>-0.02</td>
<td>0.442</td>
</tr>
<tr>
<td>Code familiarity</td>
<td>-0.85</td>
<td>0.132</td>
<td>0.23</td>
<td>0.66</td>
</tr>
<tr>
<td>Reviewer’s seniority</td>
<td>0.08</td>
<td>0.736</td>
<td>0.12</td>
<td>0.567</td>
</tr>
<tr>
<td>Observations</td>
<td>33</td>
<td>33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R2 / adjusted R2</td>
<td>0.212 / 0.099</td>
<td>0.044 / -0.092</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
features extracted from individual sensors. Baseline performance was obtained on the full feature set using a default dummy classifier.

In recognition of valence and arousal after the task, the best performance was achieved using the fusion of the modalities. The overall model of valence performed higher (accuracy = 90.0%, F1 score = 0.937) compared to the model of arousal (accuracy = 83.9%, F1 score = 0.856); the model of valence predicted better the positive valence labels (TPR = 0.957) than the negative valence (TNR = 0.695), suggesting that the directionality of valence is somewhat reflected in the signals. The model of arousal predicted the high arousal (TPR = 0.853) higher than the negative arousal (TNR = 0.823); however, the differences were minor, suggesting that the polarity of arousal was easily distinguishable from the employed physiological signals.

Considering the individual modalities, eye gaze alone performed better than other modalities both in recognition of valence (accuracy = 85.8%, F1 score = 0.912) and arousal (accuracy = 76.6%, F1 score = 0.785). While scoring higher in favor of valence, however, the gaze-based classifier delivered a balanced performance in favor of arousal. Of all modality combinations, touch pressure predicted negative valence better (TNR = 0.734) compared to positive valence (TPR = 0.605).

5.4. Predicting affect in time

It is a reasonable assumption that affect builds up during the task, given the fact that important events occur during interaction with the code. Therefore, we hypothesized that recognition of the target labels should be harder earlier in the dataset. In other words, should such a system be implemented in real-life, it is important to understand whether early recognition based on historical data would perform as well as recognition based on more recent inputs. To test this hypothesis, we extracted the same feature sets from the beginning of the task, set the same labels as measured after the task, and repeated the analyses.

As illustrated in Table 6, recognition results on past data were approximately 4% worse in both fusion models compared to the models based on recent data from the end of the task. The largest differences were observed in the galvanic skin response both in valence (∆accuracy = 5.12%, ∆F1 score = 0.043) and arousal (∆accuracy = 7.27%, ∆F1 score = 0.051).

6. Discussion

Affect in collaborative tasks in general, and in code review in particular, have important consequences for team performance. Indeed, happy programmers have been observed to be more productive (Graziotin et al., 2018). Negative affect, on the other hand, may create an obstacle towards professional conduct, or performance of a task (Gachechiladze et al., 2017). With the prevalence

Table 4
Parameter estimates of the linear mixed effect model for comment duration in equation (4.1).

<table>
<thead>
<tr>
<th>Fixed part</th>
<th>Estimate</th>
<th>Std. Error</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>β0; Intercept</td>
<td>23.21</td>
<td>1.34</td>
<td>0.000***</td>
</tr>
<tr>
<td>β1; Emotion</td>
<td>12.07</td>
<td>4.00</td>
<td>0.003**</td>
</tr>
<tr>
<td>β2; Comment length</td>
<td>0.24</td>
<td>0.01</td>
<td>0.000***</td>
</tr>
<tr>
<td>β3; Emotion: Comment length</td>
<td>0.17</td>
<td>0.06</td>
<td>0.0069</td>
</tr>
</tbody>
</table>

5.3. Predicting affect components from indirect physiology

The predictive power of our multimodal features was evaluated for both affect components separately (valence and arousal) using a Random Forest classifier and a 5x5 k-fold shuffled cross validation. Table 5 summarizes the performance of the model achieved on cross validation test sets for all features (modality fusion) and

Table 5
Classification of valence and arousal at the end of the task using last five minutes of data. The best performance was achieved when including all features (modality fusion). Baseline results were obtained using the dummy classifier from Scikit-learn in training.

| Measure          | Baseline ACC | Baseline GSR | Baseline F1 | Baseline AUC | Baseline TPR | Baseline TNR | Eye gaze ACC | Eye gaze GSR | Eye gaze F1 | Eye gaze AUC | Eye gaze TPR | Eye gaze TNR | Touch pressure ACC | Touch pressure GSR | Touch pressure F1 | Touch pressure AUC | Touch pressure TPR | Touch pressure TNR | Modality fusion ACC | Modality fusion GSR | Modality fusion F1 | Modality fusion AUC | Modality fusion TPR | Modality fusion TNR |
|------------------|--------------|--------------|-------------|--------------|--------------|--------------|--------------|--------------|-------------|--------------|--------------|--------------|----------------|-------------------|--------------------|-------------------|-------------------|-------------------|-------------------|------------------|------------------|-----------------|------------------|------------------|-------------------|
of computer-mediated communication during code review, textual comments do not effectively transmit the subtle, yet significant, social and behavioral cues necessary for correct affect recognition.

This is an interesting and important finding from the perspective of prior research that links the developer’s happiness and satisfaction with their work to factors such as higher performance, engagement, and problem solving ( Müller and Fritz, 2015; Graziotin et al., 2015; 2018). Our findings suggest that also long-term affect contributes to this equation. While more empirical support needs to be collected in the future, it has become clear that theories of affect in software engineering and models describing well-being at software development work need to expand beyond simplistic measures of task-related affect.

Further research is thus needed to investigate the relationships between long-term affect and task-related affect, and examine other long-term factors, such as developer’s well-being, health status, and personal life situations along with work satisfaction and performance. In addition, it would be interesting theoretically to compare whether long-term or short-term factors have more impact on post-task affect.

These and future findings inform professional software development environments about the plausible factors which impact developers’ performance that are worth enhancing and those that are beyond a company’s reach. Finally, these findings need to be taken with a grain of salt. Although they would be valuable and informative for current theories on (un)happiness in software development, repetitive qualitative assessments of long-term and short-term affect would likely be infeasible to incorporate into daily work practice. This is why we explored the feasibility of nonverbal signals for affect detection.

The best performance in affect recognition from nonverbal signals currently comes from facial and prosodic expressions (D’mello and Kory, 2015). Although these signals are excellent candidates for affect detection ( Zeng et al., 2008), recording and analyzing people’s daily affect raises privacy issues and is potentially challenging for long-term recording in a corporate environment. Consequently, it is the conventional behavioral signals and indirect physiological expressions, such as galvanic skin response, eye gaze, or touch pressure, that present more suitable candidates for affect recognition. They do not require effort and collaboration, cannot be easily controlled by the users, and cannot be directly interpreted by an external observer, thus do not violate the sense of one’s privacy.

In this work, we explored opportunities of physiological signals and their relation to one’s affect, and measured these signals in situ with minimal interference to professional source code review practice. In our follow-up analysis using a machine-learning framework, we assessed feasibility of these signals for automatic affect detection.

In the first question, we examined how the aspects specific to the task (i.e. reviewer’s seniority and familiarity with the code) and long-term affect impact the affect after the code-review task. Only positive long-term affect was associated with after-task valence, suggesting that participants’ well-being prior to the code review contributes to their level of happiness after the task.

This is an interesting finding from the perspective of prior research that linked developer’s happiness with their work to factors such as higher performance, engagement, and problem solving ( Graziotin et al., 2018; Müller and Fritz, 2015). Our findings suggest that the long-term affect also contributes to this equation. Given our small sample size, however, we would be cautious to claim that the long-term happiness dictates the reviewer’s after-task happiness. Further research is needed to investigate the role of the long-term affect concerning the task-related affect.

We need to examine long-term factors, such as developer’s well-being, health state, or personal life, along with work satisfaction and performance. In addition, it would be interesting to compare whether long-term or short-term factors have a greater impact on post-task affect. Those findings would help people in professional environments identify which factors could plausibly enhance developers’ performance and which factors are beyond their reach.

The second question in this paper was the influence of the presence of emotionality in the comment on a reviewer’s commenting behavior, such as duration of typing the comment and the comment length in terms of characters. To answer this question, we first evaluated whether reviewers’ comments contained any recognizable affect at all. When two independent raters manually annotated the comment base, comments containing emotion represented a minority of the comment base (below 10%). This was expected and is in line with prior research. This finding thus further supports the need for other means of affect recognition in code review.

As noted by Lutchny et al. (2015), corporate culture inhibits certain emotions as inappropriate or undesirable in the workplace, and workers are expected to regulate their affective expressions. While the overt expressions of affect can be voluntarily suppressed, involuntary behaviors, such as typing, do communicate affect, as we show in this work.

Our results suggest that comments with affect required significantly more time to type, independent of comment length or task order. Specifically, comments with emotional content increased the average typing duration by 12.70 seconds in total, or 0.17 seconds per character. These findings suggest that using models of typing behavior for automatic affect detection are viable. However, variability in this metric was high, making the commenting behavior metrics infeasible for effective affect recognition.

Our third question considered the extent to which physiological signals correspond to genuine affective states in situ code review tasks. In recognition of valence and arousal, a fusion of three modalities delivered the best performance, much higher than the baseline, in favor of recognition of a participant’s valence. Though recognition between high and low arousal was fairly balanced, recognition performance of positive and negative valence was skewed towards the positive valence.

| Table 6 Classification of valence and arousal at the beginning of the task using first five minutes of data. |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Measure         | Baseline        | GSR             | Eye gaze        | Touch pressure  | Modality fusion |
| Valence         | ACC             | 0.488           | 0.635           | 0.822           | 0.678           | 0.855           |
|                 | F1              | 0.597           | 0.746           | 0.890           | 0.770           | 0.910           |
|                 | AUC             | 0.490           | 0.596           | 0.826           | 0.747           | 0.870           |
|                 | TPR             | 0.486           | 0.688           | 0.927           | 0.692           | 0.950           |
|                 | TRN             | 0.493           | 0.448           | 0.450           | 0.632           | 0.518           |
| Arousal         | ACC             | 0.515           | 0.556           | 0.723           | 0.684           | 0.798           |
|                 | F1              | 0.539           | 0.612           | 0.750           | 0.701           | 0.822           |
|                 | AUC             | 0.517           | 0.562           | 0.806           | 0.773           | 0.884           |
|                 | TPR             | 0.505           | 0.626           | 0.740           | 0.665           | 0.831           |
|                 | TRN             | 0.528           | 0.467           | 0.702           | 0.707           | 0.756           |
When comparing performance of individual modalities, eye gaze signals delivered the greatest overall recognition performance. Touch pressure delivered equal recognition for high and low arousal in the recognition of arousal, which corresponds with findings of Hernandez et al. Hernandez et al. (2014). Models utilizing galvanic skin response scored the lowest out of the three sensors.

Overall, certain aspects of affect are more difficult to detect than others and not all approaches and sensors are equally suited for affect detection in situ. Of the long-term and task-related aspects, only long-term positive affect is predictive of post-task valence, though not arousal. The presence of emotionality in comments is associated with the time required to type a comment, but not with the length of the comment. And finally, fusing the physiological signals performs best overall for post-task affect, outperforming individual sensors.

6.1. Implications and Future work

The leading challenge in remote, computer-mediated, asynchronous communication arises when affective information is undetected or misinterpreted by the other party (Ebert et al., 2019). The results presented here provide concrete implications for both research and industry, and lay the foundation for investigations in real-life professional software development.

One concrete recommendation based on this work is to employ a fusion of eye-gaze, touch-sensing, and GSR sensors. The detailed evaluation of the feasibility of these three modalities for affect recognition introduces grounds for their joint application in the industrial settings.

Based on these sensors, we envision a novel form of implicit affect-sensing system that continuously monitors affect during code review. The low-cost sensing setups, our results show, can be successfully embedded into the development and code-review environments without many modifications. The methods and the sensors introduced here present a necessary framework to further the understanding of the link between emotions and work in software development teams.

As Girard et al. Girardi et al. (2018) proposed in their benchmark study in software development, understanding other’s affective state is beneficial at multiple social and organizational levels. In daily work, intelligent multimodal affect recognition could allow reviewers and developers to better communicate the meaning of the comment and assist in setting of the importance of written messages.

In this study we modeled the affective states of the reviewer, and by doing so we set the stage for future work to identify how developers emotionally experience their reviewers’ comments. Future research will focus on questions around how to meaningfully communicate these recognized affective states (Picard, 1997; Barral et al., 2016), and also on how affect-enhanced code review improves the communication between remote software development teams.

Future modeling approaches can also extend our findings to other factors occurring in professional software development, such as confusion and misinterpretation, to the role of culture (Eisenbein and Ambady, 2002), and their relationship to the productivity of remote teams.

6.2. Threats to validity

As in any in situ study, our work is not exempt from limitations. In this work, we purposefully employed affordable sensors and situated the study in daily code review activities to ensure high ecological validity, which inherently introduced several limitations.

The results we report here on affect in comments were limited by the sample size and class imbalances. A larger set of annotated comments would be required to validate the results. Obtaining a manually annotated database of code comments, preferably project and language specific, however, is one of the current challenges in the sentiment analysis research (Islam and Zibran, 2018; Basile et al., 2018). Although beneficial, creating such a database would require considerable resources of multiple project-knowledgeable raters.

This study trades off data quality, affordability of sensors, and optimal data collection conditions. With respect to use of eye trackers, we visited each participant on-site, and could not ensure even illumination of the offices, nor enforce the participants to sit an optimal distance from the eye tracker, as recommended for eye-tracking experiments (Holmqvist et al., 2011).

Similarly, readings of GSR are influenced by factors such as environmental temperature, physical activity, and individual differences in physiology (Braithwaite et al., 2013). We did not calibrate the temperature in the office, nor enforce recommended physical exercise prior to the experiment to increase the accuracy of the GSR sensor (Braithwaite et al., 2013). In addition, in our study we observed the code review task eliciting predominantly medium levels of arousal. Taken together, we conclude that in this case, GSR was less sensitive to subtle changes in arousal and, therefore, less suitable for arousal recognition.

Due to the unrestricted settings and nature of the sensors, however, we expected challenges with data collection and evaluations, and compensated for them in form of careful and robust data processing, filtering, and selection.

Finally, one potential threat to validity is related to possible inter-correlation of the multimodal features. In such a case, the predictive power of the model could be reduced. Further research could examine feature importance also through additional methods such as exhaustive recursive search to reveal such dependencies. However, such an approach would demand additional computational power and an adequately small feature set.

7. Conclusion

In code review, a reviewer argues about the validity of the code. Why was a particular piece of code written in the particular way? How does it fit into its particular position in the current project hierarchy? Is it suited to the project best practices? Does it violate software efficiency? These are just a few. The reviewer’s internal cognitive and emotional states related to their code reviews, however, are unknown to the author of the code and rarely propagate to the reviewer’s feedback, as we observed in the current study.

In professional software development settings, code review is a beneficial practice to improve code quality, share best practices among colleagues, and reduce the resources needed in product testing. However, when the code is reviewed using computer-mediated communication tools, the reviews lack important socio-cognitive cues that are crucial for efficient team functioning.

In this work, we investigated the potential of unobtrusive affect sensing using biometric sensors for purposes of enhancing code review. We grounded our investigation using Linear Mixed Effect models and machine learning to capture affect during source code reviews in a real-life, in situ data collection. With minimal interference to professional source code review practice, we collected physiological signals related to affective states and performed modeling and analysis to automatically detect the reviewers’ affect.

Authentic affect in the written reviews was significantly associated with increased typing duration of the comment. Genuine affect after the task was recognizable from employed biometric sensors that were installed on site.
Intelligent multimodal affect recognition in code review opens up new research directions and applications. The next generation of code review tools could utilize affect recognition to better communicate detected affect in code review. Future research on computer-mediated team collaboration activities could extend our study to investigate affective information received by author developers, explore the discrepancy between the reviewer’s genuine affect and developer’s perceived affect from the written reviews, and identify the extent to which intelligent affect-awareness embedded in the code review might remedy understanding and communication challenges.
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Appendix

**Table 7** Confusion matrix of first-round raters’ coding of comments emotionality.

<table>
<thead>
<tr>
<th></th>
<th>R2 (positive)</th>
<th>R2 (neutral)</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1 (positive)</td>
<td>17</td>
<td>82</td>
</tr>
<tr>
<td>R1 (neutral)</td>
<td>4</td>
<td>156</td>
</tr>
</tbody>
</table>

**Fig. 5** Diagnostic plots of the final model. The residual and Q-Q plot are based on Pearson residuals. Neutral comments are in depicted in black, comments with emotionality are illustrated in red.
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